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§1 Numbers, functions, spaces, and figures

1.1 Fields. An interaction between algebra and geometry stars with fixation of the ground field
denoted by k. This is a set of «constants» or «scalars» with two operations: addition (+) and
multiplication (- ) that share the following properties of rational numbers:

a+b=b+a (commutativity) a-b=b-a
(a+b)+c=a+b+c) (associativity) (a-b)y-c=a-(b-c)
30:Va O+a=a (neutrals) d1:Va l-a=a

Vad-a:a+(-a)=0 (opposites) YVa#03at:a-at=1
distributivity: a- (b+c)=a-b+a-c
non-triviality: 0 # 1

Thus, the elements of k can be added, subtracted, multiplied, and divided in the manner of rational
numbers.

Most closed interaction between Algebra and Geometry® takes place when k = C is the field
of complex numbers or, more generally, when Ik is algebraically closed. However, a significant
piece of classical geometry makes sense over any field.

Over a finite field k, all spaces and figures become finite sets and geometric and/or algebraic
theorems obtain combinatorial flavour. To make these lectures self-contained, let us remember
some details concerning finite fields.

Example 1.1
Residue field F, = Z/(7) consist of 7 residues [0], [1], [2], ..., [6] modulo 7. They ere added
and subtracted like the hours rounded about clock face dial: 0
(2] - [5] = ~[3] = [-3] = [4]. ° !
The multiplication is less visual but it is still true that, say, (5] 2]
(2] + [2] + [2] + [2] = [2] - [4] = [1]. N )

Tables of squires and inverses are looking as follows Fig. 1o1.

X ‘ (0] [£1] [+2] [+3] X ‘ (-3] [-2] [-1] [1] (2] [3]

x* ‘ (0] [1] [4] [2] 1/x ‘ (2] (31 [-1] [1] [-3] [-2]

Exercise 1.1. In Fg = Z /(5) compute 2013 - [2] and [2]%°3 (i.e. 2013-tiple sum and product of
2 (mod 5) with itself).

1.1.1 Residues: integer numbers. The ring of residues Z /(m) does exist for any integer
m > 2. It consists of equivalence classes [k], k € Z, such that [k] = [n] iff k = n + m - t for some
t € Z. These classes are exhausted by [0], [1], ... , [m — 1]. The operations are well defined by
the rules [k] + [n] € [k + n], [k] - [n] & [kn].

Exercise 1.2. Verify that the results depend only on the classes but not on the particular choices
of elements inside them.

‘even an equivalence in some precise sense
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Proposition 1.1
Z/(m) is a field iff m is prime’.

Proof. Given [a] # [0], to find [x] = [a]™}, which satisfies [a][x] = [1], means to solve an
equation ax +my = 1in x,y € Z. The minimal positive integer of the form ax +my, x,y € Z, is
g.c.d.(a, m). Hence, [a] is invertible iff g.c.d.(a, m) = 1. This holds foreacha =1, 2, ... , (im—1)
iff m is prime. U

1.1.2 Residues: polynomials. Let k be any field and k[x] denote the ring of polynomials
in x with coefficients from k.

For any non-constant polynomial f € k[x] one can form the residue ring k[x]/(f) in the
same manner as above. The elements of k[x]/(f) are the equivalence classes [g], g € k[x], such
that [g] = [h] iff g = h + f - q for some q € Kk[x]. These classes are exhausted by [g] with
deg g < deg f. In other words, if deg f = n, then all the classes

[ag +ax+ -+ an_lx"_l] =ag+a[x]+ -+ ocn_l[x]”_1 (1-1)

are different for different choices of constants ag,ay,...,a,_; € k and exhaust the whole of

k[x1/(f).

Proposition 1.2
k[x]/(f) is a field iff f is irreducible®.

Proof. Given [g] # [0], to find [r] = [g]!, which satisfies [g][r] = [1], means to solve an
equation gr + fs = 1 inr,s € k[x]. The monic® polynomial of smallest degree representable as
gr+fs,r,s € k[x],is g.c.d.(g, ). Hence, [g] is invertible iff g.c.d.(g, f) = 1. This holds for each
g # 0 with deg g < deg f iff f is irreducible. O

1.1.3 Primitive field extensions. Since f([x]) = [f(x)] = 0 in k[x]/(f), we can treat
expressions (1-1) as polynomials of degree < deg f in [x] added and multiplied by the usual dis-
tribution rules modulo the relation f([x]) = 0, which allows to reduce the degree of an expression
as soon it becomes > deg f.

Example 1.2
Put Q[\/E] “ Q[x]/(x? — 2). Here [x] satisfies [x]* — 2 = [x* — 2] = [0], that is [x]* = 2, and we

write /2 for [x]. The field consists of all « + f4/2 with a, f € Q. We have
(@ +8.V2) + (@ + B2V2) = (@ + @) + (B, + B)V2
(@ +8:V2) - (@0 + B, V2) = (@, + 28155) + (@, + 2,6)V2
(a+pv2) =2 - L Vi

a? —2p%  a?-2p?

Exercise 1.3. Show that: a) x* — 2 is irreducible in Q[x] b) a®* — 2% = 0 only for @, = 0
(assuming a, B € Q).

‘or irreducible, that ism = rs = r or s equals +1
*i.e. f = gh = g or his a constant
*we use this term for polynomials whose leading coefficient equals 1
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Example 1.3

R[ \/——1 1 ¥ R[x]/(x* + 1) is the field of complex numbers C. Indeed, f = x% + 1 is irreducible
in R[x], because it has no real roots. Hence, R[x]/(f) is a field. Class [x] satisfies [x]* = —1 and
can be denoted by \/——1 The field consists of a + \/—_1 with a, € R. The operations coincide
with those of C.

Example 1.4
We can repeat the previous for a finite residue field F; = Z/(3) in the role of R. Namely, F; consist
of 3 elements: =1, 0, 1 (mod 3). Polynomial f = x* + 1 has no roots in FF,, because f(0) = 1 and

f(+1) = —1. Thus, f is irreducible in F;[x] and F;[ 1/-1] = IF3[x]/(x2 + 1) is a field. It consists
of 9 elements a + v/ —1, where @, = 0,1, -1, and is denoted by F,. The multiplication goes

like in € but modulo 3. For example: <1 + \/—_1)2 = —\/—_1, <1 + \/—_1)_1 =-1+ \/—_1

2013
Exercise 1.4. In Fy compute 2013 - (1 + \/—1) and (1 + \/—1) .

1.1.4 Prime subfield and characteristic. Given a field F, the intersection of all subfields
k C F is called the prime subfield of F. It is the smallest subfield in F w.r.t. inclusions. The prime
subfield contains all sums

141+ - 4+1, peN. (1-2)
B e ——
p

If all these sums are different, then F O Z. Hence, F D Q and the prime subfield of F equals Q. In
this case we say that F has zero' characteristic and write char k = 0.

If some of sums (1-2) coincide, then the characteristic char F is defined as the smallest p € N
for which sum (1-2) vanishes. In this case we say that [ has finite characteristic. The characteristic
has to be a prime number because of the identity

141+ +1=(1+1+4  +1)-(1+1+ - +1)

~

A
kn k n

(vanishing of L.H.S. implies vanishing of some factor in RH.S.). Thus, the prime subfield of a
field of characteristic p equals F,, = Z/(p).

1.1.5 Frobenius homomorphism. Let char k = p be finite. The Frobenius map®

a~aP

Fp:k——k (1-3)
respects multiplication: F,(ap) = (aB)’ = a’? = F,(a)F,(B) as well as summation:

Fy(a+B)=(a+BP =a + (?)a”'lﬁ bt (p P 1>a,[>’p‘1 +BP = aP + B = F (@) + F ()

(since each (z) =pp—-1)--(@—-k+1)/k!,1<k<p-1,is divisible by p).

‘or infinite (in some contexts)
*or just Frobenius for short
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Frobenius keeps fixed each element [n] = n-1,n € N, of the prime subfield F,=Z/(p) Ck,
because [n]P = ([1]+ [1]+ - +[1]1)? = [1PP +[1]P + - +[1]° = [1]+[1] + --- +[1] = [n]

'
n n

n
(this is known as Fermat's little theorem).
Exercise 1.5. Look at the Frobenius action on the field F, from example 1.4. Does it coincide
with «conjugation» a + by/—1+ a — by/-17?

1.2 Vector spaces. A vector space over a field k is an abelian group V (with operation +)
equipped with multiplication by elements A € k in such a way that

A+wv=w+u Av+w)=Av+Aw
Auv) = (Ap)v 1-v=v.
We say that vectors wy,w,, ..., w,, spanV,if each v € V can be expressed as a linear combination

of w;'s, that is
v=A4w, +A,w,+ - +21,w, forsomeAd1,,..,14, k.
Vectors u,,u,, ..., u, €V are called linearly independent, if
Auqy +Auy, + -+ Au, =0 = each; =0.

Lemma 1.1 (exchange lemma)

Let wy,w,,...,w,, span V and u,,u,, ..., u, €V be linearly independent. Then m > n and after
appropriate renumbering of w;'s vectors uy, u,, ..., Uy, Wpi1, Woygs ... » Wy, do span V as well.
Proof. Assume inductively that for some k < n the vectors uy, Uy, ..., Uy, W1, Wiygs -0 s Wiy

span V (the case k = 0 corresponds to the initial situation). Then u,, is a linear combination
of these vectors. Since u;'s are linearly independent, this linear combination contains some w;
with non-zero coefficient. Renumbering w,,'s in order to have j = k + 1, we conclude that k < m
and wy, is a linear combination of vectors u,,u,, ..., Uy 1, Wiz, Wiyss --- » Wp,. Hence, they
span V and the inductive assumption holds for k + 1 as well. O

1.2.1 Bases and dimension. Linearly independent collection v,, v,, ..., v, € V that spans
V is called a basis of V. Any collection of vectors spanning V clearly does contain some basis. By
lemma 1.1 each linearly independent collection of vectors can be completed to some basis and
all the bases consist of the same number of vectors. This number is called dimension of V and
denoted dim V.

Exercise 1.6. Find dimensions of a) the space of symmetric n X n-matrices b) the space of
skew-symmetric n X n-matrices c) the space of homogeneous polynomials of degree d
in n variables.
If dimV = n, then it follows from lemma 1.1 that any n linearly independent vectors as well as
any n vectors that span V form a basis for V.

1.2.2 Coordinates. Vectors ey, e,, ..., e, € V form a basis iff each vector v € V admits a
unique expression v = 1,e; + A,e, + -+ + A, e, with x; € k. In this case the mapping

Vov=24e + e, + - +Ae, » (4,4, ...,4,) € k"

provides an isomorphism between V and the coordinate space k™. Numbers (1, 4,, ..., 1,) are
called the coordinates of v w.r.t. the basis {e;}.
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Example 1.5 (Lagrange's interpolation)
LetV = {f € klx]| degf < n}. Given n + 1 distinct points ay, a4, ..., @, € k, the polynomials

Lx)=[l&x-a,)/Il(a; -a,), i=0,1,..,n,
VL u#i

L(a) 1 fori=j
(a;) =
e 0 fori#j

satisfy the relations

which force the coefficients of any linear combination g(x) = Y, 4,L;(x) to be equal to the values
of g: 4; = g(a;) . We conclude that L; are linearly independent, thus, form a basis of V, thus, each
g €V does have the expansion g(x) = Y g(a;) - L;(x).

1.2.3 Duality. A covector on a vector space V is a linear map ¢ : V — k, i.e. such that
eAv + uw) = Ap(v) + pp(w) VYo,weVlV, VA uek.

Covectors form a vector space called the dual space to V and denoted by V*.

To emphasize the symmetric roles of V and V* we will often write ( ¢, v ) for the value ¢(v)
and call it a contraction of a covector ¢ € V* and a vector v € V.

If e;,e,,...,e, € V form a basis, then i-th coordinate mapping x; : V — Lk, which takes
v = de; + e, + - + A, to x;(v) € A;, is a covector. This definition implies the following
relations similar to those from example 1.5:

(xl-,e,-)={1 fori = j (10

0 fori#j.

Again, each covector of the form ¢ = ¥, x; +¢,x, + -+ + ¢, x,, € V" is forced to take Y (e;) = ;.
Hence x; are linearly independent. Moreover, each ¢ € V* equals ) ¢(e;) - x;, because the both
linear maps V — k coincide on the basis {e;} C V.

Exercise 1.7. Verify that if two linear maps f,g : U — W coincide on some collection of
vectors spanning U, then they coincide everywhere on U.

Definition 1.1
Bases x;,x,,...,x, € V' and e, e,, ..., e, €V satisfying (1-4) are called dual to each other.
Exercise 1.8. Given two collections of vectors x;,x,,...,x,, € V* and e, e,, ..., e, €V satis-

fying (1-4) show that they form dual bases if one of the following conditions holds:
a) {e;} spanV b) {x;} spanV* c¢)m=dimV d)m=dimV*.

Proposition 1.3
As soon as dimV < oo there is canonical isomorphism V = V** sending v € V to the evaluation
map ev,, : V* — k, which takes ¢ — (v).

Proof. It sends any basis {e;} of V to a basis of V** dual to the basis {x;} of V* dual to {e;}. O

Exercise 1.9. Given a subspace U in V or in V* write Ann U for a subspace in the dual space
(V* or V respectively) defined as AnnU = {¢| Vu € U (&é,u) = 0}. Verify that the
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correspondence U — AnnU establishes a self-inverse bijection between the subspaces of
dual spaces V and V* that reverses the inclusions. In other words, show that Ann AnnU = U
and U C W < AnnU D Ann W. Moreover, show that it takes the linear spans of collections
of subspaces to the intersections of their annihilators and vice versa.

1.3 Polynomials. Let x,, x,, ..., x, € V* form a basis of V*. By a polynomial on V we under-
stand an element of the polynomial algebra

SV € Kxy, g, .. X1,

with coefficients in k. Another choice of a basis in V* leads to isomorphic algebra obtained from
the initial one by an invertible linear change of variables.
We write S4V* c SV* for the subspace of homogeneous polynomials of degree d. Clearly, it

m def My

is stable under linear changes of variables and has a basis x™ £ x7'x)"? ... x;, " numbered by all

collections m = (my, m,, ..., m,) € Z3, of non-negative integers with 3 m; = d.

Exercise 1.10. Show that dim S?V* = ("+Z_1) as soon as dimV = n.

In fact, the symmetric powers S?V* and the whole symmetric algebra SV* of the space V*
admit an intrinsic functorial coordinate-free definition but we postpone it until n° 3.3.1 on p. 58.
Note that

sVt =@ s+, where SV . smV* C SHTYE
a0
mﬂ.

1.3.1 Polynomial functions. Each polynomial f = ¥ a,,x; " ...x," € SV* produces a
m

polynomial function V — k that takes
UHZam<x1,v>m1...<xn,v>m" (1-5)
m

(evaluation of f at the coordinates of v). We get a homomorphism
SV* — {functions V — k} . (1-6)

that takes a polynomial f to the function (1-5), which we will denote by the same letter f in spite
of the next claim saying that this notation is not correct for finite fields.

Proposition 1.4
Homomorphism (1-6) is injective if an only if the ground field k is infinite.

Proof. If k consists of q elements, then the space of all functions V — k consists of qqn elements
whereas the polynomial algebra k[x,, x,, ..., x,] is definitely infinite. Hence, homomorphism
(1-6) can not be injective.

Let k be infinite. For n = 1 each non zero polynomial f € k[x,] vanishes in at most deg f
pints of V ~ k. Hence, the polynomial function f : V — k is not the zero function. Forn > 1
we proceed inductively. Write a polynomial f € k[x,, x,, ..., x,] as a polynomial in x,, with the
coefficients in K[x,, x5, ..., %, 110 f = f(xq, X0, eoe s X135 X)) = 2 f, (X1, X0, oy X)) - X5 . Let

v

the polynomial function f : V — k vanish identically on k™. Evaluating the coefficients f,, at
any w € k™!, we get polynomial f(w;x,) € k[x,] that produces identically zero function of
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x,. Hence, f(w;x,) = 0 in k[x,]. Thus, all coefficients f,,(w) are identically zero functions of
w € k™. By induction, they are zero polynomials. ]

Exercise 1.11. Give an explicit example of non-zero polynomial f € F,[x] that produces iden-
tically zero function Fy : F, — F,.

1.3.2 Digression: list of finite fields. Each finite field k of characteristic p is a finite
dimensional vector space over the prime subfield F,, C k. Let dimp k = n. Then k consists of
p" elements. Thus, cardinalities of finite fields are exhausted by the powers of primes.

For each power g = p" a field F, of cardinality q is constructed as follows. Consider polyno-
mial f(x) =x7—x € F,,[x] and use the construction n° 1.1.3 on p. 5 to build a field k D F, such
that in k[x] f becomes a product of linear factors.

Exercise 1.12. Explain precisely how to built such a field k.

Since f’(x) = —1, polynomial f has precisely q distinct roots in k. They form a field, because for
any two roots @ = a? and B = B? we have

a+p=a’ +p" = F@) + F(B) = Fp(a+B) = (@+p)7.
ap=a’'fl=@p). (-a)=(a?. 1/a=(1/a).

Using elementary group-theoretical arguments, we can say more:

Proposition 1.5
Any field F of cardinality g = p™ is isomorphic to the field F, constructed above.

Proof. Since the multiplicative group F* & F~ {0} has order q — 1, each non-zero element a € F*
satisfies an equation a?~' = 1. Thus, F consists of q distinct roots of polynomial x? — x.

Exercise 1.13 (group exponent). Let A be an abelian group and a,b € A have finite orders a
and B respectively. Construct an element ¢ € 4 of order l.c.m.(a, §). Deduce from this that
if there exist the least common multiple' u for the orders of all elements a € A (e.g. if A is
finite) then there is an element m € A of order u.

Write d for the exponent® of F* and fix an element { € F* of order d. We claim thatd = q — 1:
otherwise q elements of F would be the roots of polynomial x*** — x of degree d + 1 < q. Thus,
F=1{01,020%..,07%. Letg € F,[x] be the minimal polynomial® of { over F,. Then g is
an irreducible factor of f in F,[x]. The evaluation map eve @ Fplx] /(g) = F, [h(x)] — h(]), is
well defined, because g({) = 0, and surjective, because x® > ¢ Thus, F ~ F,[x1/(9)

Exercise 1.14. Verify that each non-zero homomorphism* of fields is injective.

On the other hand, since f has q roots in F,, substituting them into factorization f = gr, we
conclude that g also has a root § in F,. Then the evaluation map ev; : F,[x]/(g9) - F,,
[h(x)] — h(§), is well defined injection. By the cardinality reasons F,[x]1/(g) ~ F,. O

'it is called an exponent of group A

*see exrs. 1.13 above

*i.e. monic polynomial of minimal possible degree such that g({) =0
“i.e. taking at least one non-zero value
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1.4 Affine spaces. To pass to geometry we need a space that consists of points and allows to
draw figures there. Associated with a vector space V of dimension n is an affine space A" = A(V)
also called an affinization of V. By the definition, the points of A(V) are the vectors of V. The
point corresponding to the zero vector is called the origin and denoted by 0. All other points can
be imagined as «the ends» of non zero vectors «drawn» from the origin.

Each polynomial f € SV* on V produces the polynomial function f : A(V) — k. The set of
its zeros is denoted by V(f) £ {p € A(V) | f(p) = 0} and is called an affine algebraic hypersurface.
An intersection of (any set" of) such hypersurfaces is called an affine algebraic variety. In other
words, an algebraic variety is a figure X C A" defined by an arbitrary system of polynomial
equations.

The simplest hypersurface is an affine hyperplane given by affine linear equation (¢, v) = c,
where ¢ € V* is non-zero covector and ¢ € k. Such a hyperplane passes through the origin iff
¢ = 0. In this case it coincides with the affine space A(Ann ¢) associated with the vector subspace
Ann(p)={veV| (¢, v) =0} (comp. with exrs. 1.8 on p. 8). In general case, affine hyperplane
@(v) = c is a shift of A(Ann ¢) by any vector u such that (¢, u) =c.

Intersections of affine hyperplanes are called affine subspaces of A(V). Such a subspace is
given by a system of affine linear equations ( ;. v > = ¢; and is either the empty set @ or a shift
of A(Ann @), where @ C V* is a linear span® of all ¢;'s, by any vector v satisfying all the equations
( ®;, v > = ;. Vice versa, any vector subspace U C V produces an affine subspace A(U) c A(V)
given by a system of homogeneous linear equations ( ¢ , v ) = 0, where ¢ runs through® Ann U C
V*, and a family of its parallel shifts w + A(U), given by affine non-homogeneous equations
(p,v)={(¢,w) (wis fixed, ¢ runs through Ann U). Shifted subspaces w + A(U) and u + A(U)
are either non-intersecting or coinciding. The latter means that u —w € U, i.e. u = w(mod U).
Thus, affine subspaces w + A(U), which are parallel to a given vector subspace U C V, stay in 1 -
1 correspondence with the vectors of the factor space V /U.

1.5 Projective spaces. Associated with a vector space
V of dimension (n + 1) is n-dimensional projective space /
P, = P(V). By the definition, the points of P(V) are

1-dimensional vector subspaces in V, i.e. the lines in P
A™?1 = A(V) passing through the origin. To see them
as «usual» points we have to use a screen — an affine
hyperplane U; C A(V) that does not contain the origin,
like on fig. 102, and hence given by an affine linear equa-
tion £(v) = 1, where & € V*\ 0. Such the screens Ug are
called affine charts. Note that they stay in bijection with
non-zero covectors ¢.

No affine chart does cover the whole of P(V). The ~
difference P, \ Uy = P(Ann§) ~ P,_; consists of all \
lines lying in the parallel copy of U; drawn through 0.
It is called an infinity of chart U,.

Thus, we have decomposition P, = A" LUP,_;. Re- an affine chart U
peating it further, we split P, into disjoint union of affine

its infinty P(Ann¢)

Fig. 102. Projective word.

'maybe, an infinite set
’i.e. a subspace formed by all finite linear combinations )’ 4;¢; with 4; € k
*see exrs. 1.8 on p. 8
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spaces:
P,=A"UA"*UP, ,=--=A"UA" U ... UA° (1-7)

(note that A® = PP, is the one point set).

Exercise 1.15. Consider the decomposition (1-7) over a finite field F,, of q elements and compute
the cardinalities of both sides independently. What the identity on g will you get?

1.5.1 Homogeneous coordinates. A choice of basis ¢, ¢, ..., ¢, € V" identifies V with
k™! by sending v € V to (§,(v),&,(v), ... , §,(v)) € K. Two non-zero coordinate rows
x,y € k™! represent the same point p € P(V) iff they are proportional, i.e. Xy DXy =Y, Yy
for all 0 < u # v < n (where the identities 0 : x =0 : yandx : 0 =y : 0 are allowed as well).
Thus, the points p € P(V) arein 1 - 1 correspondence with collection of ratios (xy : x; : ... : x,,)
called homogeneous coordinates on P(V) w.r.t. the chosen basis.

1.5.2 Local affine coordinates. Pick up an affine chart U; = {v € V| §(v) = 1} on
P, = P(V). Any n covectors ¢,,&,,...,¢&, € V* such that &, &,,¢,,...,¢&, form a basis of V*
provide U ‘ with local affine coordinates. Namely, consider the basis e, e, ..., e,, € V dual to
£, 8,6, ..., &, andlete, € Ug be the origin of affine coordinate systemande,, e,,...,e, € Ann¢
be its axes. Given a point p € P, with homogeneous coordinates (x,: x; : ... : x,), its local
affine coordinates in our system are computed as follows: rescale p to the vector u, = p/(p) € U,
and evaluate n covectors &, at u, to get an n-tiple x(p) = (xl(p), P () N xn(p)) in which

def

x;(p) = §;(u,) = §,(p)/$(p). Note that local affine coordinates are non-linear functions of the
homogeneous ones.

(po:p1)=(1:t)=(s:1)

s=po/p1 /

t=p1/po

(1,0)

1

Up: o

Puc. 103. The standard charts on P, .

Example 1.6 (projective line)
Projective line P, = P(k?) is covered by two affine charts U, = U x, and U, = U, , which are the
lines in A* = A(k?) given by equations x, = 1 and x; = 1 (see. fig. 1¢3). The chart U, covers the

whole of P, except for one point (0 : 1) corresponding to the vertical coordinate axis in k?. A
point (x, : x,) with x, # 0 is visible in U, as (1 : ﬁ) Function t = x|, = x;/x, can be taken

%o
as local affine coordinate in U,,.
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Similarly, the chart U, covers all points (x, : x;) = <z—° : 1) with x; # 0 and s = x|, =

Xo/%, can be used as local affine coordinate in U,. The infinite point of U, is (1 : 0) corresponding
to the horizontal axis in k?.

As soon as a point (x, : x;) € P, is visible in the both charts, its local affine coordinates s
and t satisfy the relation s = 1/¢t.

Exercise 1.16. Check it.

Thus P, is a result of gluing two distinct copies of A* (one coordinated by s another — by t) along
the complement to the origin by the following rule: a point s # 0 of the first A* is glued with
the point t = 1/s of the other.

t=1/s

s=1/t

Puc. 104. P, (R) ~ st

Over k = R we get in this way a circle of diameter 1 glued from two opposite tangent lines
(see. fig. 104) via the central projection of each tangent line on the circle from the tangency point
of the opposite tangent line.

Similarly, over k = C the gluing of two copies of C by the rule s < t = 1/s can be realized by
means central projections of two tangent planes drown through the south and nord poles of the
sphere of diameter 1 onto the sphere from the poles opposite to the tangency poles, see fig. 105.
If we identify each tangent plane with C respecting their orientations® like on fig. 105, then the
complex numbers s, t projected to the point of sphere have opposite arguments and inverse
absolute values as we have seen on fig. 104.

IS}
s=1/t U,~C

Puc. 105. P,(C) ~ S

‘one C should be obtained from the other by continuous move along the sphere
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Exercise 1.17. Make sure that a) the real projective plane RP, is the Mobius tape glued with
the disc along the boundary circles’ b) the real projective 3D-space RPP; coincides with
the Lie group SO, (R) of rotations of the Euclidean space R* about the origin.

Example 1.7 (the standard affine covering for P,,)
A collection of (n + 1) affine charts U, = U x, given in k™*! by affine linear equations {x, =1}

is called the standard affine covering of P,, = P(k™?1). For each v = 0, 1, ... , n we take the
functions

W _ L here 0 < i< n, i

; = x|y = where 0 <ig<n, i#v,

v
as n standard local affine coordinates inside U,,.

One can think of P, as the result of gluing (n + 1) distinct copies Uy, Uy, ..., U, of affine
space A" along their actual intersections inside P,,. In terms of the homogeneous coordinates
x=(x: %% ... ! x,)onP,, the intersection U, N U, consists of all x with x, # 0 and x,, # 0.
In terms of local affine coordinates inside U, and U, this intersection is given by inequalities

tf,” ) # 0and tg’) # 0 respectively. Two points t* e U y and t™) € U, are glued with each other
in P,, iff tf,” ) =1/ tﬂ’) and tE“) = tgv) / tﬂ’) for i # p,v. RHS of these relations are called transition
functions from local coordinates t™) to local coordinates t™.

1.6 Projective algebraic varieties. If a basis x,, X, ..., x,, € V™ is chosen, non-constant poly-
nomials in x;'s do not produce the functions on P(V) any more, because the values f(v) and
f(Av) are different in general. However for any homogeneous polynomial f € S%V* its zero set
V(f) € {veV|f(v)=0} is still well defined as a figure in P(V), because

f) =0 f(lv) =% f(v) = 0.

In other words, affine hypersurface V(f) c A(V) defined by homogeneous f is a cone ruled by
lines passing through the origin. The set of these lines is denoted by V(f) c P(V) as well and
is called a projective hypersurface of degree d. Intersections of such hypersurfaces® are called
projective algebraic varieties.

The simplest examples of projective varieties are projective subspaces P(U) C P(V) associated
with vector subspaces U C V — and given by systems of linear homogeneous equations (¢, v) =
0, where ¢ runs through AnnU. Say, a line (ab) is associated with the linear span of a, b and
consists of points Aa + ub. It could be given by linear equations ¢(x) = 0 with ¢ running through
Ann (a) N Ann (b) or any set of covectors spanning this space. The ratio (4 : u) of the coefficients
in Aa + pb € (a, b) can be taken as internal homogeneous coordinate on the line (ab).

Example 1.8 (smooth affine conics)
On the real projective plane P(R*) consider a curve given by homogeneous equation

x5+ x5 = x5 (1-8)

and look at its imprints in several affine charts. In the standard chart U % where x; = 1, inlocal
affine coordinates t, = x,|, =x,/x,,t, = x,|, = x,/x; equation (1-8) turns to hyperbola
X1 X1

2 2 _
ty—ti=1.

‘the boundary of the Mdbius tape is a circle as well as the boundary of the disc
’maybe infinite collections of hypersurfaces of different degrees
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In other standard chart U %y where x, = 1, in coordinates

ty = xOlsz =g /%,

ty = xllsz =x;/%;

it turns to circle tg + tf = 1. In slanted chart
Uy, +x,» Where x; + x, = 1, inlocal coordinates
t=xyly =x,/(x; +x3)

X1+X2

u= (xz - xl)lu = (xz - x1)/(x2 + xl)

X1+Xx2

we get parabola® t* = u.
Thus, affine ellipse, hyperbola and parabola are Lo

different pieces of the same projective curve C vis-

ible in different affine charts. How does C look

like in a given chart U; C PP, depends on posi-

tional relationship between C and the infinite line

£, = P(Ann¢) of the chart: ellipse, hyperbola and parabola appear when ¢ does not intersect

C, does touch C at one point or does intersect C in two distinct points respectively (see. fig. 106).

Fig. 106. The cone.

1.6.1 Projective closure of an affine variety. Each affine algebraic hypersurface
S =V(f) Cc A"

given by non-homogeneous polynomial f(x,, x,, ..., x,,) of degree d is canonically extent to pro-
jective hypersurface S = V(f) C P, given by homogeneous polynomial ]_‘(xo,xl, s xy) € SUVF
of the same degree d and such that SNU, = S, where U, = U x, 18 the standard affine chart on IP,,.
ffOe,xg,.oxy) = fo+ i Xg, o) + (X, Xg, oo, X))+ oo + (X, x5, ..., x,) Where f;
is homogeneous of degree i, then

z d d-1
f(xgs Xy oons X)) = fo o xg + f1(x, X0, 00, x0) - Xy~ 4+ 0+ fa(Xg, X0, .00, X)),

which turns to f as x, = 1. The complement S\S=S5SnU é°°), that is the intersection of S with
the infinite hyperplane x, = 0, is given in the homogeneous coordinates (x; : x, : - @ x,)
on the infinite hyperplane by equation f ;(x;, x,, ..., x,,) = 0, that is by vanishing the top degree
component of f. Thus, infinite points of S are nothing else than asymptotic directions of affine
hypersurface S .

For example, the projective closure of affine cubic curve x; = xj is projective cubic x3x; = x5
that has exactly one infinite point p, = (0 : 1 : 0). Note that in the standard chart U, containing
this point € looks like semi-cubic parabola x2 = x3 with the cusp at p,,.

1.6.2 Space of hypersurfaces. Since proportional polynomials define the same hypersur-
faces f = 0 and Af = 0, projective hypersurfaces of fixed degree d are the points of projective
space S; = S,(V) & P(S?V*) called the space of degree d hypersufaces in P(V).

Exercise 1.18. Find dim §,;(V) assuming dimV =n + 1.

'move xf to RH.S. of (1-8) and divide the both sides by x, + x;
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For a fixed point p € P, = P(V) the equation f(p) = 0 is linear in f € S*V*. Thus, degree d
hypersurfaces passing through a given point form a hyperplane in S ;.

Projective subspaces of S, are called linear systems' of hypersurfaces. Any hypersurface of
a linear system spanned by

V(fl)’ V(fZ)’ LR} V(fm)a

is given by equation A, f; + A,f, + - + A,,f;, = 0, where 1,,4,, ..., 4, € k are some constants.
In particular, any such a hypersurface contains the intersection

V) NVEDN ... OV(f).

Traditionally, the linear systems of dimensions 1, 2 and 3 are called pencils, nets and webs.

Exercise 1.19. Show that each pencil of hypersurfaces contains a hypersurface passing through
any initially given point (over an arbitrary field k).

1.6.3 Working example: collections of points on P,. Let U = k* with the standard
coordinates x,, x,. Each finite set of points® p;,p,,...,p4 € P; = P(U) is the set of zeros for a
unique up a scalar factor homogeneous polynomial of degree d

d d
flxg.xy) = Hdet(x, p,) = l_l(pv’lx0 —DyoX1) s where p, = Dy * Pya)- (1-9)
v=1 v=1

We will say that the points p; are the roots of f. Each non-zero homogeneous polynomial of
degree d has at most d distinct roots on P,. If the ground field k is algebraically closed, the
number of roots* equals d precisely and there is a bijection between the points of P(S?U*) and

non-ordered collections of d points on P, .
Over an arbitrary field k those collections where all d points coincide with each other form

a curve
€, C P, =PS*U*)

called the Veronese curve* of degree d. It coincides with an image of the Veronese embedding
Pl
vyt P =P (U*) —— P, =P (S°U*) (1-10)

that takes a linear polynomial ¢ € U*, whose zero set is some point p € P(U), to d th power
% € S4U*), whose zero set is d-tiple point p.
Let us write polynomials ¢ € U* and f € S4(U*) as

d\ _a-
p(x) = apgxyg+a;x; and f(x) = Z a,- <v> xg Yy

and use (@, : a;) and (ag: a;: ... : ay) homogeneous coordinates in P} = P(U*) and in
P, = P(S?U*) respectively. Then the Veronese curve comes with the parametrization

(ap :a))—(ag: a;: ... i ag) = (ag cal ey alPa? ot ad) (1-11)

‘or linear series in old terminology

*some of points may coincide

Scounted with multiplicities, where a multiplicity of a root p is defined as maximal k such that det* (x, p)
divides f

*there are several other names: rational normal curve, twisted rational curve of degree d e.t.c.
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by the points of P;. It follows from (1-11) that C; consists of all (a,: a,: ... : ay) € P, that
form a geometric progression, i.e. such that the rows of matrix

A:<a0 a, a, .. ay, ad_1>
a, a, az ... a4 a4

are proportional. The condition tk A = 1 is equivalent to vanishing of all 2 x 2-minors of A. Thus,
C, C PP, is given by a system of quadratic equations.
An intersection of C; with an arbitrary hyperplane given by equation

Agay +Aja; + - +Aza;, =0,

consists of the Veronese-images of the roots (e, : a;) € P; of homogeneous polynomial
Z A, -alVa]
v

of degree d. Since it has at most d roots, any d + 1 distinct points on the Veronese curve do not
lie in a hyperplane. This implies that any m points of C,; span a subspace of dimension m+ 1 and
do not lie in a common subspace of dimension (m — 2) assoon2 < m < d + 1.

If k is algebraically closed, C, intersects any hyperplane in precisely d points (some of which
may coincide). This explains why we did say that C; has degree d.

Example 1.9 (Veronese conic)
The Veronese conic C, C P, consists of quadratic trinomials

aox(z) + 2a,xyx, + azxf ,
that are perfect squares of linear forms. It is given by well known equation
a, a
D/4=—det< 0 1>=ai—a0a2=0 (1-12)
a; a,
and comes with rational parametrization
— 2 _ _ 2
ag=ay, a=ay0,, a,=aj. (1-13)

1.7 Subspaces and projections. Projective subspaces K = P(U) and L = P(W) in P,, = P(V)
are called complementary, if K N L = @ and dimK + dimL = n — 1. For example, any two
non-intersecting lines in P, are complementary. In terms of linear algebra, the vector subspaces
U,W C V have zero intersection UnV = {0} and

dimU +dimW =dimK+1+dmL+1=mn+1)=dimV.

Thus, V = U @ W and v € V has a unique decomposition v = u + w whereu e U and w e W.
Since the both components u, w are non vectors as soon v dos not belong neither U nor W, we
conclude that each point p ¢ K LI L lies on a unique line intersecting both subspaces K, L.

Exercise 1.20. Make it sure.

Given a pair of complementary subspaces K, L C P,,, a projection from K to L is a map

(P, \K) =L
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that sends each point p € P,, \ (K U L) to a unique point b € L such that line pb intersects K
and sends each point of L to itself. In homogeneous coordinates (x,: x;: ... : x,,) such that
(Xg: X1 ... : xp) are the coordinates in K and (x,,, 1 : X5 : . x,,) are the coordinates
in L, projection } removes the first (m + 1) coordinates x, , 0 < v < m.

Example 1.10 (Projecting a conic to a line)
Consider a smooth conic C C P, given by equation’ x} +x> = x2, aline L C P, given by equation
xo=0,apointp =(1:0 : 1) € C,and the projection nf :C - LofCtolL fromp. We extend
it into p by therulep — (0 : 1 : 0).

In the standard affine chart U,, where x, = 1, it looks as fig. 1¢7 and provides a bijection
between L and C. Moreover, it is birational, i.e. homogeneous coordinates of the corresponding
points q = (qq : q; : q;) €ECandt = (0 : t; : t,) = m (q) € L are rational algebraic functions

1 of each other:
t'1 (1 t) =(qy (g2 — 4p))
q(t’) G 2 q1 1 92) = (1-14)

=((E2—t3): 2t5t, 1 (2 +1t5))

Exercise 1.21. Check these formulas and use the

by second of them to list all integer solutions of
o L0 the Pythagor equation a® + a® = c%.
p=(1:0:1) A linear change of homogeneous coordinates by
% formulas
ZL//
, ay, = X, + X, xy =(ag—a,)/2
q(t ) a; =X X1 =0
Fig. 107. Projecting a conic. a, =X, — Xq Xy =(ag+a,)/2

transforms C to the Veronese conic af = aya, from (1-12) and the standard parametrisation (1-13)
of the Veronese curve turns to the parametrisation (1-14).

1.8 Linear projective transformations. Each linear isomorphism F : U = W produces well
defined bijection F : P(U) = P(W) called a linear projective isomorphism.

Exercise 1.22. Given two hyperplanes L,, L, C P,, = P(V) and a point p & L, U L,, check that
a projection from p to L, induces linear projective isomorphismy,, : L; = L,.

Lemma 1.2

For any 2 ordered collections of (n + 2) points {py,p1,....Pp1} € PWU), {qy. 91, -, Q1) €
P(W) such that no (n + 1) points of each lie in a hyperplane there exists a unique up a scalar
factor linear projective isomorphism F : U = W taking F(p;) = q; for all .

Proof. Fix some vectors u; and w; representing the points p; and q; and pick up {uy, u,, ..., u,}
and {wy,w,,...,w,} as the bases for U and W. A linear mapping F : U — W sends p; — q; iff

‘the same as in example 1.8
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F(u;) = A4;w; for some non-zero A; € k. Thus, a matrix of F in the chosen bases is the diagonal
matrix diag(4q, 44, ..., 4,,). Further, all coordinates x; in expansion of (n + 1) th vector

Upi1 = XUy + X1Uq + -+ XpUn

are non-zero, because otherwise n 4+ 1 point: p,,; and all p;'s whose number differs from the
number of vanishing coordinate turn lying in the same coordinate hyperplane. If

Wpi1 = YoWo T YWy + o+ YWy,

then the condition F(u,,) = A,,,W,,, means that y; = 1, ,A4;x; for all 0 < i < n. This fixes
Ags Ays ooy Ay) = A3y - (¥1/%1, ¥, /%5, ..., ¥ /x,) uniquely up to a scalar factor 4,7, # 0. O

Corollary 1.1
Two non-degenerated matrices produce the same linear projective isomorphism iff they are
proportional. g

1.8.1 Projective linear group. Linear projective automorphisms of P(V) form a group
called projective linear group and denoted PGL(V). It follows from lemma 1.2 that this group is
isomorphic to the factor group of the linear group GL(V) by the subgroup H = {1-1d| 1 # 0} of
the scalar dilatations: PGL(V) = GL(V)/H. A choice of basis in V identifies GL(V) with the group
GL,,,,(k) of non-degenerated matrices. Then PGL(V) is identified with PGL,, , (k), which is «a
projectivisatio» of GL,,,, that is, non-degenerated matrices up to rescaling.

n+1>
Example 1.11 (linear fractional transformations)
For n = 1 we get group PGL, (k) consisting of non-degenerated 2 X 2-matrices

A=<a b>, ad —bc #0
c d

up to a constant factor. It acts on P, = P(k?*) by the standard rule

A (xg: x9) — ((axg + bxy) @ (cxy +dxq)).

In affine chart U; ~ A' with local coordinate t = x, /x, this action looks like linear fractional

transformation
at+b

ct+d

t—

which does not change under rescaling of matrix, certainly. It is also clear that a linear fractional
map taking 3 distinct points q, r, s to oo, 0, 1 respectively is forced to be

t—r s-r
t—q s—q

t —

(1-15)

in agreement with lemma 1.2.
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1.8.2 Homographies. Linear fractional isomorphisms between two distinct projective lines
are called homographies.

Lemma 1.3
Let k be algebraically closed and ¢ : P, (k) \ {finite set of points} = P, (k) \ {finite set of points} ,
be a bijection given in some affine chart with a local coordinate ¢ as

t— @) =g@t)h(t), where g,hekt]. (1-16)
Then ¢ is a linear fractional map, that is, a homography*

Proof. In homogeneous coordinates (x,, : x;) such that t = x,/x; we can rewrite” formula (1-16)
for ¢ as (x @ x;) ~ (F(xq,%;) : G(xg,%,)), where F and G are homogeneous polynomials of
the same degree d = degF = degG in (x,, x,) without common zeros (in particular, F and G
are non-proportional). Write IP; for the projectivization of the space of homogeneous degree d
polynomials in (x,, x;). As soon as a pont 9 = (9, : 9,) € P, has precisely one pre-image under
¢ a polynomial

Hyg(xy,x1) =9, - F(xy,x1) — Vg - G(xg,%4)

has precisely one root x = ¢~'(9) on P;. Since k is algebraically closed, this root has to be of
multiplicity d. Thus, Hy is pure d th power of a linear form, that is, H4 lies on the Veronese curve
C; C P, fromn’1.6.3 on p. 16. On the other hand, Hy runs through the line (F, ¢) c P, when 9
runs through P,. Since P, (k) is infinite, we get infinite intersection set (FG) N C;. But we have
seen in n’ 1.6.3 for d > 2 any 3 points of C; are non-collinear. Hence d = 1 and ¢ € PGL, (k). [J

Puc. 108. Perspective o : £, = £,.

Example 1.12 (perspectives)
The simplest example of homography is a projection of a line £, C P, to another line ¢, C P,
from an arbitrary point o ¢ ¢, U %, (see. fig. 108). We will call it a perspective with center o and
denote o : £, = £,.

Exercise 1.23. Make sure that a perspective is a homography.

An arbitrary homography ¢ : £, = £, is a perspective iff it sends the intersection point £; N ¢,
to itself. Indeed, pick up any two distinct points a,b € £, \ £, and put 0 = (a, ¢(a)) N (b, p(b))

'in particular, ¢ has a unique extension to the whole of P,
*perhaps, after some modification of the finite set where ¢ is undefined



1.8.Linear projective transformations 21

(see fig. 108). Then the perspective o : #; = £, sends an ordered triple of points a, b, £, N ¢, to
@(a), p(b), £, n£,. Thus, it coincides with ¢ iff ¢ keeps the intersection of lines fixed.

Proposition 1.6
Let £,,¢, C P, and q = £, N £,. For any line £ composition of consequent perspectives

p=(by:€—>4t,)o(b,: ¢, >¢), where b, €l , b, €4, (1-17)

takes b, — b, and has ¢(q), 9 '(q) € ¢. Each homography ¢ : ¢, = £, can be represented as
some composition (1-17), where b, € ¢, can be chosen arbitrarily, b, = ¢(b,), and ¢ does not
depend on a choice of b; € ¢;.

az = p(a)

Putc. 109. Cross-axis.

Proof. The first assertion is clear from fig. 109. To prove the second, pick up a triple of distinct
points a,, by, c; € €1~ {q} and write a,, b,,c, € ¢, for their images under ¢. Take ¢ to be the
line joining intersections of two pairs of «cross-lines» (a,b,) N (b,a,) and (c,b,)N(b;c,) . Then
fig. 109 shows that the composition in RH.S. of (1-17) sends a,, b,, ¢; to a,, b,, ¢, respectively.
Hence, it coincides with ¢.

az = @(ay)
Puc. 1010. Coincidence ¢’ = ¢.
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To check that ¢ does not depend on b, let us repeat the arguments for ordered triple c¢,, a,, b,
instead of a,, b;, ¢, (see fig. 1010). We get the decomposition ¢ = (a; : ¢ = £,)e(a, : ¢ - ¢),
where ¢’ joins the cross-intersections (a,c,) N (c,a,) and (b,a,) N (a;,b,) . Since both lines ¢,
¢’ pass through (blaz) N (al, bz) , 0(q), 9 *(q) (latter two coincide if ¢ is a perspective), they
coincide: £ = ¢'. It implies that all cross-intersections (x, @(y)) N (v, ¢(x)), where x # y are
running through ¢, lie on the same line £. This property characterizes £ uniquely. ]

Definition 1.2 (cross-axis of a homography)
Given a homography ¢ : £; = ¢,, the line £ drown by the cross-intersections (x, (y)) N (y, ¢(x))
when x # y run through ¢, is called the cross-axis of the homography ¢.

Remark 1.1. The cross-axis has to pass through ¢ (¢, N ¢,) and ¢~" (¢, N ¢,). If ¢ is a perspec-
tive and ¢ (¢, N ¢;) = ¢~ " (¢, N¢;) = £, N £,, then the cross-axis can not be recovered from
the action of ¢ just on the intersection of the lines. However prop. 1.6 (and its proof) hold in this
case as well.

Exercise 1.24. Let a homography ¢ : ¢, = ¢, send 3 given points a,,b;,c; € ¢, to 3 given
points a,, b,, c, € £,. Using only the ruler, construct ¢(x) for a given x € ¢,.

1.9 Cross-ratio. Consider P, = P(k*) with the standard homogeneous coordinates (g : xq)
and put x = x,/x,;. Then for any two points a = (a, : a;) and b = (b, : b,) the difference
of their affine coordinates a = a,/a, and b = b, /b, coincides up to a scalar factor with the
determinant of their homogeneous coordinates:

a_p o by, aghy —a,by det(a,b)
B a; by - a;by B a; by .

Definition 1.3
Given 4 distinct points p,, p,, p3. p, € P, , their cross-ratio is

[P1, P2s P3» Pal & (Pr=P3) (P2 —P4) _ det (p1.p3) - det (P, P4)
1> P2> P35 Pa (py —p4) (P2 —p3)  det (py.p,) - det (p,.ps5)

(1-18)

1.9.1 Geometrical meaning of the cross-ratio. It follows from (1-15) that [p,, p,, p3, D4]
coincides with the image of p, under those unique homography that sends p,, p,, p; to o0, 0, 1
respectively. Hence, it can take any value except for oo, 0, 1 and an ordered quadruple of distinct
points can be moved to another such a quadruple by a homography iff their cross-ratios coincide.

Exercise 1.25. Prove the latter statement.

Since a linear change of coordinates can be viewed as a homography, RH.S. of (1-18) does not
depend on a choice of coordinates, and the middle part of (1-18) does not depend either on a
choice of affine chart containing the points® or on a choice of local affine coordinate.

‘algebraically, this means that all values p,, p,, ps, p, are finite
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1.9.2 The action of &,. Symmetric group &, acts on a given quadruple of points by per-
mutations. It contains the normal subgroup of Klein ®, ¢ &,, which consists of the identity
map and 3 pairs of independent transpositions:

(2,1,4,3, (3,412, 43,21 (1-19)

. It is clear that ®, does not change the cross-ratio:

det (P1,p3) - det (p29p4-) _
det (py,p4) - det (pz. p3)
= [Pz, P1s Pas p3] = [P3, P4s P1» pz] = [P4, P3s P2 pl] .

[Pl, P2, D3 P4] =

Thus, the action of &, on ¥ = [p,, p,, P3, P.] is factorized through the epimorphism
©,»8;~8,/9, (1-20)

whose kernel is the Klein subgroup ®,. Geometrically, surjection (1-20) is visible as follows.

In Euclidean space R? consider a cube centred at the origin and number its internal diagonals
by 1,2,3,4 (see fig. 1611). The group of all rotations of R* about the origin sending the cube to
itself is called the (proper) group of cube. It permutes the diagonals. Next exercise:

Exercise 1.26. Check that a) a rotation that sends each the diagonal to itself coincides with
identity Idgs b) any two diagonals can be interchanged by a rotation that sends each of
two remaining diagonals to itself.

shows that the proper group of cube is isomorphic to &,. On the other hand, the group of cube
acts on the Cartesian coordinate lines x, y, z, which join the centres of the opposite faces of the
cube. This gives homomorphism (1-20). Its kernel consists of 3 rotations by 180° about the axes
x, Y,z and the identity map. It is nothing than D,.

: 2
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\ s
N \ e
RN \ /|
> N,
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i / \ =~
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s " \ "
. 4 1
3// 2// 4
T Tz
Puc. 1611. Group of cube. Puc. 1012. Complete quadrangle.

On P, = P(R®) the diagonals of the cube are looking as 4 pints without collinear triples
among them. The planes spanned by the diagonals form «sides» and «diagonals» of a figure
called a completed quadrangle (see fig. 1012). Besides 4 vertexes 1,2,3,4 of the quadrangle, its
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diagonals are intersecting at 3 more points x, y, z, which visualise the Cartesian coordinate lines
of R3. They form what is called an associated triangle of the quadrangle 1,2, 3, 4.
Group ©, renumbers the vertices of the quadrangle. Induced permutations of vertices

x=012)Nn(3GB4), y=(1A3)n(24), z=(14)n(23)

produces surjection (1-20) with kernel (1-19). Group &, being identified with the group the trian-
gle xyz consists of 3 «reflections» (yz), (xz), (xy), which are the left cosets of B, in &, spanned
respectively by the transpositions (1, 2), (1, 3), (2, 3) of &,, and 3 «rotations», which are the the
left cosets of B, in &, spanned by the identity and the cycles (1, 2, 3) and (1, 3, 2).

If [p, P, P3- 4] =9, then 1d, (1, 2), (1, 3), (2,3), (1, 2,3), (1, 3, 2) take it to

[P1: P2 P3» P4l = (P2 P1s P4 P3] = [P35 Das P2» P1] = [P4s P3s D2. P11 =0

[Pz, P1> P3> Pal = [Py, D2 Das P31 = [P3, D4 P15 P21 =[P4, P35 D10 P21 =170

[P3s P2, P1: Pal = [P, P3s Pas P1l = [P1s Pas P2o P31 =[P4y P1o D2, P31 =09/ = 1)

[P1: P3s P25 sl = [P35 P1s Pas P2] = (P2 P4y Py P3] = [Pas P2» P35 P11 =1 -9

(P2, P3s P1s P4l = [P35 D2y P4 P1] = (P15 Pas P35 P21 =[P4, P15 D3 P21 =0 — 1 /P

[P3: P1s P2s Pal = [P1s P35 Pas P2l = [P2s Pas P1s P3] = [Py P2y P1s P31 =1/(1 = 9).

(1-21)

Exercise 1.27. Check this without fail.

1.9.3 Special quadruples of points. It follows from (1-21) that there are precisely 3 spe-
cial values 9 = —1, 2, 1/2 that are not changed by the transpositions (1, 2), (1, 3), (1, 4) respec-
tively. They satisfy the quadratic equations

19:1, ﬁ:i and 9=1-9
) J9-1
and are cyclically permuted by the rotations from the group of triangle. Also there are 2 special
values of 9 that are not changed by the rotations are interchanged by the transpositions from the

group of triangle. They satisfy the quadratic equation®

P2 -9+1=0 e 0=""0 e 9=
) 1-9
We call special the 5 values of 9 just listed. Quadruples of points with special cross-ratios will be
also called special quadruples. Permuting the points of non-special quadruple, one gets 6 distinct
values (1-21). Permutations in a special quadruple lead to either 3 or 2 distinct values.

1.9.4 Harmomic pairs. A special quadruple {a, b;c,d} € P, whith [a,b,c,d] = -1 is
called harmonic. Geometrically, this means that b is the middle point of segment [c,d] in an
affine piece with the infinity at a.

Algebraically, in terms of (1-21), harmonicity means that the cross-ratio is not changed either
by transposition (12), or by transposition (34). Note that each of these two properties forces the
quadruple to be harmonic.

Since the order preserving exchange of p,, p, with p;, p, keeps the cross-ratio fixed, we
conclude that the harmonicity considered as a relation between pairs {p;, p,} and {ps, p,} is
a symmetric relation on a set of non-ordered pairs of points in IP;. This allows to speak about
harmonic pairs of non-ordered pairs of points or, equivalently, about harmonic pairs of binary
quadratic forms.

‘i.e. different from —1 cubic roots of unity in k



Home task problems to §1 25

Example 1.13 (harmonicity in quadrangle)
In P, consider an arbitrary quadrangle with vertices a, b, c, d and associated triangle x, y, z (see
fig. 1013). Then, for each vertex x, y, z consider a pencil of lines passing through this vertex. We
claim that in each pencil the pair of sides of the quadran- b
gle is harmonic to the pair of sides of the triangle.

To verify this at x, let us parametrize the pencil of
lines passing through x either by the points of line (ad)
or by the points of line (bc) and put

x' = (xy) N (ad)
x” = (xy) n (bc)

We have to check that
[a,d,z,x'1=[b,c,z,x"] = —1.

Since the perspectives with centres at x and at y preserve
the cross-ratios, we have

la,d,z,x'1 =[b,c,z,x"] = [d,a,z,x'] .

Fig. 1013. Harmonic pairs of sides.
(see fig. 1013). Thus, the transposition of the first two points did not changed the cross-ratio.

Hence, the points are harmonic.

Home task problems to §1

Problem 1.1. Let the ground field k consist of g elements. Find the total number of k-dimensional
a) vector subspaces in k™ b) affine subspaces in A™ ¢) projective subspaces in P,, .
(Hint: to begin with, take k =0, 1, 2, ... )
Problem 1.2. Compute the limits of the previous answers as ¢ — 1.

Problem 1.3. Find a geometric condition on 3 lines £, £,, €5 in P, = P(V) necessary and sufficient
for existence a coordinate system in V such that each #; becomes the infinite line for the
standard chart U; = U, in these coordinates.

Problem 1.4. Non-identical linear projective automorphism ¢ is called an involution, if 0* = 1d.
Over algebraically closed field show that each involution of the projective line has precisely
two distinct fixed points.

Problem 1.5. There are two points on a wall and a ruler whose length is significantly shorter than
a distance between the points. Draw a straight line joining the points.

Problem 1.6. A point P and two non-parallel lines are drawn on a sheet of paper. The intersection
point Q of the lines is far outside the sheet border. Using only the ruler, draw a part of line PQ
laying inside the sheet.

Problem 1.7. Put real Euclidian plane R? into CP, as the real part of the standard chart U, = C*.
a) Find two points A, € CP, laying on all conics visible in R? as the circles.

b) Let a conic C C CP, have at least 3 non-collinear points in R* and pass through 4,. Show
that C N R? is a circle.

Problem 1.8 (the Papus theorem). Let points a,,b,,c; be collinear and points a,, b,,c, be
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collinear as well. Show that triple intersection points (a;b,) N (ayb,), (bic,) N (bycy),
(c1a;) N (cyay) is collinear too.
Problem 1.9. Formulate and prove the dual statement’ to the Papus theorem.

Problem 1.10 (1st theorem of Dezargus). Given 2 triangles A,B,C, and A,B,C, on P,, show
that three intersection points (4,B,) N (4,B,), (B;C;) N (B,C,), (C;4;) N (C,A,) are collinear
iff three lines (4,4,), (B,B,), (C,C,) are intersecting at one point®.

Problem 1.11 (2nd theorem of Dezargus). Let a line ¢ pass through three distinct points p, g, r
but do not contain any of three other distinct points a, b, c. Show that lines (ap), (bq), (cr)
are intersecting at one point iff there exists an involution of ¢ that exchanges p, q, r with
intersection points of ¢ with lines (bc), (ca), (ab) respectively.

Problem 1.12. For any two projective subspaces K, L C P, prove inequality

dim(K N L) > dimK +dimL —n.

Problem 1.13. Find triple of points 4, B,C € P, such that three given points A’ = (1 : 0 : 0),
B'=(0:1:0),C =(0:0:1)]lie on the lines (BC), (CA), (AB) respectively and three lines
(AA"), (BB'), (CC') are intersecting at (1 : 1 : 1).

Problem 1.14 (projecting twisted cubic). Let P, = P(V*) be the (projectivization of the) space of
linear forms in two variables (t,,t;), P; = P(S*V*) be the space of cubic forms in (¢, t,), and
C; = {¢>| @ € V*} C P, be the subspace of pure cubes. Describe a projection of C,

a) from the point ¢; to the plane spanned by 3 tZt,, 3tyt?, and t;

b) from the point 3 t>¢, to the plane spanned by t3, 3 tyt?, and t3

c) from the point t3 + ¢3 to the plane spanned by 3, 3t2t,, and 3 ¢t,t2

More precisely, write explicit parametric representation for the projection in appropriate co-
ordinates, then find its affine and homogeneous equation. Do that for several affine charts on
the target plane of the projection. In each case, find degree of the curve and try to draw it.
Has it self-intersections and/or cusps?

‘that holds in the dual space P = P(V*) and dials with the annihilators of all the subspaces from the
original statement
*pair of triangles with these properties is called perspective
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During §2 we always assume that char k # 2.

2.1 Reminders from linear algebra. Projective hypersurfaces of degree 2 are called projective
quadrics. We write Q C P(V) for quadric Q = V(q) given as the zero set of non-zero quadratic
form q € S*V*.

If 2 # 0in k, each g € S?V* can be written as q(x) = Zaij xx; = x-A- % , where
x = (xg, X4, ..., X,,) is coordinate row, b is its transposed column version, A = (aij) is symmetric
matrix with entries in k. 4 is called the Gram matrix of q. Non-diagonal element a;; = a;; of A
equals one half of the coefficient at x;x; in q.

In coordinate-free terms, for any quadratic polynomial g on V there exists a unique bilinear
form g(u,w) on V X V such that q(x) = g(x, x). This form is called the polarization of q and is
expressed in terms of q as G(x,y) = %(q(x +y)—qx) — q(y)) = %(q(x +y)—qlx — y)) .

290
0x;

The polarization § can be treated as a kind of scalar product® on V. Then the elements of the
Gram matrix become the scalar products of basic vectors: a;; = g(e;,e;). In matrix notations
A =% e, where e = (eg, €y, ---» €,) is the row of basic vectors, ‘e is its transposed column
version, and for u,w € V we putu - w oot G(u,w). When we pass to another basis e=e-C,we
change the Gram matrix A by A’ = {C - A - C. Under this change the determinant of the Gram
matrix is multiplied by non zero square det* C € k*. Thus, modulo multiplication by non zero
squares, the Gram determinant detq % det A € k/k** does not depend on a choice of basis.
Quadric form g and quadric Q = V(q) are called smooth (or non-singular), if det q # 0.

In coordinates, G(x,y) = Y a;;x;y; =x - A- ty = % >

Proposition 2.1 (Lagrange's theorem)
For any quadratic form g there exists a basis where the Gram matrix of q is diagonal.

Proof. Induction on dimV. If ¢ = 0 or dimV = 1, then the Gram matrix is diagonal. If dimV > 2
and there is some e € V such that q(e) = G(e,e) # 0, we take e; = e as the first vector of
the desired basis. Each vector v € V has a unique decomposition v = Ae + u, where 1 € k
andu € vt = {w € V| Gv,w) = 0}. Indeed, the orthogonality of v and v — e forces
A= qg(e,v)/q(e,e), then it forces u = v — (g(e,v)/G(e, e)) - e, and it does work actually.

Exercise 2.1. Verify that v — (G(e,v)/G(e,e)) - e € e*.

Thus,V =k-e @ e*. By induction, there is a basis e,, ... , e, € e where the Gram matrix of
the restricted form q|,. is diagonal. Then ey, e,, ..., e,, is what we need. O
Corollary 2.1

If k is algebraically closed, then for any quadratic form g there exists a coordinate system such
that gq(x) = x(z) + xf + -+ xi , where k < dimV .

Proof. Pass to a basis {e;} where the Gram matrix of q is diagonal, then divide all e; such that

q(e;) # 0 by v/q(e;). 0

'possibly degenerated

27
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Example 2.1 (quadrics on P,)
By Lagrange's theorem an arbitrary quadric on IP; has in appropriate homogeneous coordinates
either an equation x; = 0 or an equation x{ + ax} = 0, where a # 0.

The first quadric is singular (det ¢ = 0). It is called a double point, because its equation is
squared linear equation of point (0 : 1).

The second quadric xZ + ax? = 0 is smooth. If —a is not a square in k it is empty, certainly.
If —a = &% is a square, then xZ + ax? = (x, — 8x,)(x, + 8x,) has two distinct roots (+§ : 1) € P,.

Since —a = — det(q) up to multiplication by non zero squares, geometric type of an arbitrary
quadric V (agxg + 2a,x,x; + a,x;) C P, is completely predicted by its discriminant

D/4 ¥ —det(q) = a% — aya, (up to non-zero squares).

If D = 0, then Q is a double point. If D is non-zero square, then Q is a pair of distinct points. If D
is not a square, then Q = @, and this case never appears as soon Ik is algebraically closed.

2.2 Smoothness and singularities. It follows from the above example that a quadric Q can
have precisely four different positional relationships with a line £ : either £ C Q, or £N Q consists
of 2 distinct points, or £ N Q is a double point, or £ N Q = @, and the latter case is never realised
over an algebraically closed field.

Line ¢ is called tangent to quadric Q at point p € Q, if either p € £ C Q or Q N ¢ is the double
point p. In these cases we say that ¢ touches Q at p. An union of all tangent lines touching Q at
a given point p € Q is called a tangent space to Q at p and is denoted by T, Q.

Proposition 2.2
Line (ab) touches quadric Q = V(q) at the point a € Q iff g(a, b) = 0.

Proof. The Gram matrix of the restriction of g onto subspace ka @ kb in the basis a, b is

<5I(a,a) q(a,b)>
q(a.b) qb.b)) -

Since g(a,a) = q(a) = 0 by assumption, the Gram determinant det q|, = G*(a, b) vanishes iff
G(a, b) = 0. O

Corollary 2.2
For any point p ¢ Q an equation §(p, x) = 0 in x € P,, defines a hyperplane

n=10p) = {x €P,| @ x) =0} (2-1)

that intersects Q along the set of all points where Q is touched by the tangent lines coming from
p,ie. I N Q is an apparent contour of Q from viewpoint p.

Proof. Since g(p, p) = q(p) # 0, the equation G(p, x) = 0 is non-zero linear equation on x. Thus,
it defines a hyperplane. Everything else follows from prop. 2.2. ]
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2.2.1 Correlations. Associated with quadratic form q on V is linear mapping § : V — V*
called the correlation of q and sending vector v €V to a linear form §(v) : w — g(w,v).

Exercise 2.2. Check that the matrix of § written in dual bases {e;} C V, {x;} C V* coincides
with the Gram matrix of g in the basis {e; }.

Thus, the rank of the Gram matrix rk A = dim V — dim ker § does not depend on a choice of basis.
It is called the rank of quadratic form q and quadric Q. The space

ker(q) € kerg = {veV|gw,v)=0 YweV }
is called the kernel of q. Its projectivization
Sing Q = P(ker q) = {p € P(V) | Vu €V §(p,u) = 0}

is called a vertex space (or a singular locus) of quadric Q C P,,. The points of Sing Q are called
singular. The points of the complement Q ~ Sing Q are called smooth.

Corollary 2.3
Let p € Q c P(V). Then the following conditions are equivalent:

1) p € Sing Q 2) T,Q0 =PV)is the whole space 3) Vi % (»)=0.

Corollary 2.4
If p € Q is smooth, then the tangent space T,Q = {x € P, | §(p,x) = 0} is a hyperplane of
codimension one in P,,.

Theorem 2.1
Let Q c P(V) be an arbitrary quadric and L € P(V) be any projective subspace complementary
to Sing Q. Then Q' = L N Q is non singular quadric in L and Q is a linear join® of Q" and Sing Q.

Proof. Let L = P(U), that is V = ker ¢ @ U. Assume that there is u € U such that §(u,u’) = 0 for
allu’ € U. Since Vw € ker q §G(u,w) = 0 as well, we conclude that §(u, v) = 0 for all v € V. This
implies u = 0, because ker ¢ N U = 0. Hence, the restriction q|, is non singular.

If aline € passes through a point p € Sing Q and is not contained in Q, then QN+ is the double
point p. Thus, each line that intersects Sing Q either lies on Q or does not meet Q elsewhere. This
means that each point x € Q ~ Sing Q lies on Q together with all lines (xy), where y runs through
Sing Q. Since L is complementary to Sing Q, all these lines intersect L, i.e. pass through Q’. O

2.2.2 Duality. Projective spaces P, = P(V) and P} £ P(V*) associated with dual vector
spaces V and V* are called dual to each other. Geometrically, P}; is the space of hyperplanes in
P, and vice versa. Indeed, linear equation (¢, v) = 0, being considered as an equationin v € V
for a fixed ¢ € V¥, defines a hyperplane P(Ann¢) C P,,. On the other hand, as an equation on ¢
for a fixed v, it defines a hyperplane in P that consists of hyperplanes in P, passing through v.

More generally, taking projectivizations in exrs. 1.9, we get for each k = 0,1, ..., ...na
bijection between k-dimensional projective subspaces L C P,, and (n — k — 1)-dimensional sub-
spaces H = Ann L C ;. This bijection is involutive: Ann Ann L = L and reverses the inclusions:

LCH <= AnnlL>AnnH.

'Given two sets X, Y in either P, or A", their linear join is the union of all lines (xy), where x € X and
yeY
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Geometrically, Ann L C P consists of all hyperplanes in P,, containing L.

The projective duality just described allows to translate true statements established in P,, to
the dual statements about the dual figures in P} that have to be true as well but may look quite
different from the originals. For example, a colinearity of 3 given points in PP, is translated as an
existence of some codimension 2 subspace shared by 3 given hyperplanes in P;;.

2.2.3 Polar mappings. Quadratic form g and quadric Q are smooth iff the correlation
mapping ¢ : V — V¥ is an isomorphism. In this case it produces a linear projective isomorphism

7 : P(V) > P(V*)

called the polar mapping (or just the polarity) of quadric Q = V(gq). The polarity sends point
p € P, to hyperplane (2-1):

1 =1(p) = Amngq(p) = {x € P(V)| 4(p,x) = 0},

which cuts apparent contour of Q from viewpoint p in accordance with cor. 2.2. If p € Q, then
IT = T,Q is the tangent plane to Q at p. Hyperplane 7 is called a polar of the point p and p is
called a pole of IT w.r.t. Q.

Since the condition §(a, b) = 0 is symmetric in a and b, a point a lies on the polar of a point
b iff b lies on the polar of a. Such the points are called conjugated w.r.t. quadric Q.

Proposition 2.3
Let a line (ab) intersect a smooth quadric Q in two distinct points c, d different from a, b. Then
a, b are conjugated w.r.t. Q iff they are harmonic to c, d.

Proof. Chose some homogeneous coordinate x = (x, : x;) on the line £ = (ab) = (cd). The
intersection Q N ¢ = {c,d} considered as a quadric in ¢ is given by quadratic form

q(x) = det(x, ¢) - det(x, d),

whose polarization is §(x,y) = % (det(x, c) - det(y,d) + det(y, c) - det(x, d)) . Thus g(a,b) = 0
means that det(a, ¢) - det(b, d) = — det(b, ¢) - det(a, d), i.e. [a,b,c,d] = —1. O

Proposition 2.4

Let G, Q C P,, be two quadrics with Gram matrices A and I" at some basis of P,,. If G is smooth,
then the polar mapping of G sends Q to a quadric Q; C P, that has the same rank rk Qj; = rk Q
and the Gram matrix A* = ''*AI'"! in the dual basis of P}.

Proof. Let us write the homogeneous coordinates in P,, as row-vectors x and dual coordinates
in P as column vectors &. Then the polarity g : P, = P associated with G C P, sends x € P,
to & = I'- . Since I' is invertible, we can recover x from ¢ as x = € - I'"*. When x runs through
the quadric xA% = 0 the corresponding ¢ runs through a quadric € - I™*Ar=*.¢ =0. |

Corollary 2.5
Tangent spaces of a smooth quadric Q C P, form a smooth quadric Q* C P}. The Gram matrices
of Q and Q* written in dual bases of P, and P}; are inverse to each other.

Proof. Put G = Q and I' = A in prop. 2.4. ]
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2.2.4 Polarities over non-closed fields. If k is not algebraically closed, then there are
non-singular quadratic forms q on V that produce empty quadrics Q = V(q) = @. However,
their polarities g : P(V) — P(V™), considered as bijective correspondences between points and
hyperplanes, are visible anyway.

Exercise 2.3. Describe geometrically the polarity defined by «imaginary» circle given by equa-
tion x% + y? = —1.

Thus, polarieties are more informative than quadrics, the more so since a quadric is recovered
from its polarity as the set of all points lying on their polars.

Proposition 2.5
Two polarities coincide iff the corresponding quadratic forms are proportional.

Proof. This follows from lemma 1.2. O

Corollary 2.6
Over algebraically closed field two quadrics coincide iff their equations are proportional.

Proof. Let Q = Q. Then Sing Q = Sing Q’. Hence, ker ¢ = ker q’. Since the equations ¢ = 0 and
q' = 0 are not changed under the projection from the singular locus onto any complementary
subspace L C P, we can suppose that both quadrics are non singular. Over algebraically closed
field we can take n + 2 linearly generic points on a smooth quadric Q = Q’. They define the polar
mapping uniquely. Thus, the correlations of the quadrics are proportional. g

2.2.5 Space of quadrics. All the polarities on P, = P(V) are in bijection with the points of
the projective space P(S?V*) = Pawss . By this reason we call it the space of quadrics. For a given
2
a point p € P(V) the condition q(p) = 0 is linear in ¢ € P(S?V*). Hence, all quadrics passing
through a given point form a projective hyperplane in the space of quadrics. Since any n(n+3)/2
hyperplanes in P, ), have non empty intersection, we come to the following conclusion

Proposition 2.6
Any collection of n(n + 3) /2 points in P,, lies on some quadric. 0

2.3 Conics. A quadric on a plane is called a conic. The space of conics in P, = P(V) has
dimension 5: P(S*V*) = P.. Over algebraically closed field there 3 geometrically different conics:

double line has rank 1 and is given in appropriate coordinates by equation x> = 0; it is totally
singular, i.e. has no smooth points at all;

split conic (or a pair of crossing lines) has rank 2 and is given in appropriate coordinates by
equation x + x5 = 0; this is a union of two lines x, = +1/—1 - x, crossing at the singular

point* (0 : 0 : 1)

smooth conic has rank 3 and is given in appropriate coordinates by equation x; + x2 + xZ = 0.

'note that this agrees with theorem 2.1
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2.3.1 Rational parametrization. Over any field k each non-empty smooth conic € c P,
admits a rational parametrization by quadratic polynomials, that is a mapping ¢ : P, = P,
given in homogeneous coordinates by a coprime triple of homogeneous polynomials of degree 2

@(tg, ty) = (‘Po(to’t1) Dty ty) ‘Pz(to’t1)) ep, (2-2)

and providing a bijection between P, and the conic C C P,. Such a parametrization is provided
by a projection p : C = ¢ from any point p € C to any line £ 3 p.

Indeed, each line (pt) that joins p with some t € ¢ and differs from the tangent line T,C
at p does cross C in two distinct points, one of which is p. The second point t + Ap is defined
from the equation §(t + Ap, t + Ap) = 0, which is reduced to q(t) = —214(t,p). Thus, a desired
parametrization £ = C takes t € £ to ¢(t) = q(t) - p — 2q(p,t) -t € C.

Exercise 2.4. Make sure that coordinates of ¢(t) € P, are homogeneous quadratic polynomials
in ¢t € ¢ and verify that ¢(¢) is well defined at t = T,,C n ¢ and sends it to p € C.

Over algebraically closed field k any smooth conic can be identified by appropriate choice of
coordinates with the Veronese conic' C,,, given by determinant equation

a a
det| © )= —a?=0 2-3
© <a1 aO) aoaz a1 ( )

and coming with built-in rational parametrization (2-3) via
(@p : a)) = (ay : ay © ay) = (a2 @ aua, : a?). (2-4)

This allows to parametrize any smooth conic as well.

Exercise 2.5. Verify that projection of the Veronese conic aya, — a? = 0 from point (1 : 1 : 1)
to line a; = 0 takes (af : aga; @ @) = (ap : 0 : ay).

Proposition 2.7
For any plane curve F of degree d and any smooth conic C the intersection C N F either consists
of at most 2d points or coincides with C.

Proof. Let F C P, be given by homogeneous equation f(x) = 0 of degree d and € C P, be
parametrized via some mapping ¢ : P, — P, given by a triple of homogeneous quadratic
polynomials (2-2). Then the values of t that produce the intersection points C N F satisfy the
equation f(q(t)) = 0, whose LH.S. either vanishes identically or is a non-zero homogeneous
polynomial of degree 2d. In the first case C C F. In the second case there are at most 2d
solutions. O

Corollary 2.7
Any 5 points in P, lie on some conic C. It is unique iff no 4 of the points are collinear. If no 3 of
the points are collinear, then C is smooth.

'recall from example 1.9 on p. 17 that C,,, C P, = P(S*U*) consists of all quadratic forms a, x? +
2a,; xoX; + a, x> on the space U = k* with coordinates (x,, x;) that are perfect squares of linear forms
Agxo + a;x, € U™
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Proof. The first statement follows from prop. 2.6 for n = 2. If some 3 of given points lie in the
same line ¢, then ¢ is a component of any conic C passing through given points. If no one of two
remaining given points a, b does lie on £, then C = £U(ab) is unique. If some one does, say a € ¢,
then any split conic £ U ', where £/ 3 a, passes through all 5 given points. If no 3 of 5 given
points are collinear, then any conic C passing through them has to be smooth, because otherwise
C consists of either 1 or 2 lines and one of them should contain at least 3 of given points. By
prop. 2.7, any two smooth conics intersecting in 5 distinct points coincide. 0

Corollary 2.8
In P, any 5 five lines without triple intersection do touch a unique smooth conic.

Proof. This is projectively dual to cor. 2.7. g

Example 2.2 (homographies via conics)
Let a homography ¢ : £, = £, between two lines ¢,, ¢, C [P, send an ordered triple of distinct
points a,, b, c; € ¢, distinct from the intersection g = £, N¥, to an ordered triple a,, b,,c, € ¥,.
Geometrically, there are two ways to do that (see fig. 201 and fig. 202): either the lines (a,a,),
(byb,), (c;¢c,) meet all together at some point p or there are no triple intersections among 5 lines
?1, 45, (ay, ay), (by, by), (cq,Cy).

In the first case, by example 1.12, homography ¢ is the perspective with the centre at p. This
case is characterized by the property ¢(q) = q.

p

(05} b2 Co

Puc. 201. Perspectivep : £, = £,. Puc. 202. Homography C : £, — 4,.

In the second case, by cor. 2.8, there is a unique smooth conic C touching all 5 lines ¢, ,,
(a;,a,), (by, by), (cq,c,). We claim that ¢ is cut by its tangent lines, that is, sends x € £, to the
intersection point of £, with tangent line to C coming from x and different from ¢, .

Indeed, the map C : £, — ¥, just described is clearly bijective. It is also rational: equations
for tangent lines from x to C are the intersections of dual conic C* C P with line Annx C P,, i.e.
they are the roots of quadratic equation; since on of them, namely the equation of £,, is known,
the second is a rational function in coordinates of x and coefficients of equations for C and ¢,.
Hence, C : ¢, — £, is a homography by lemma 1.3. Since its action on a4, b,, ¢; agrees with ¢,
they coincide. Note that the image and the pre-image of the intersection point ¢ = ¢, N ¢, are
the touch points £, N € and £, N C respectively.

Thus, any homography ¢ : £, = ¥, either is a perspective or is cut by tangents to a smooth
conic tangent to both lines ¢,, £,. Anyway, the centre p of the perspective and the conic C are
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uniquely predicted by ¢. A perspective can be considered as a degeneration of a non-perspective
homography C : ¢, — £, arising when C becomes split in two lines crossing at the centre of the
perspective’.

Proposition 2.8 (inscribed circumscribed triangles)
Two triangles A, B,C, and A,B,C, are both inscribed in some smooth conic Q" iff they are both
circumscribed about some smooth conic Q”.

Puc. 2¢3. Inscribed circumscribed triangles.

Proof. Let 6 points A,, B;, C;, A,, B,, C, lie on a smooth conic Q' like in fig. 203. Put #; = (4,B,),
¢, = (4,B,) and write C, : ¢, = Q' for projection of ¢, onto Q' from C; and C, : Q" = ¢, for
projection of Q' onto ¢, from C,. Their composition

[C;:Q = £,]0[C, i 4, Q"] 1 £, >4,

is a non-perspective homography sending A, = M, K — B,,L — A,, B; = N. Let Q" be a
smooth conic whose tangent lines cut this homography. Then Q” is obviously inscribed in the
both triangles. The opposite implication is dual to just proven. ]

Corollary 2.9 (Poncelet's porism for triangles)

Assume that there exist a triangle A, B,C, simultaneously inscribed in some smooth conic Q’
and circumscribed about some smooth conic Q”. Then each point of Q' except for a finite set is
a vertex of a triangle inscribed in Q’ and simultaneously circumscribed about Q”.

Proof. Pick up any A, € Q and find B,,C, € Q' such that lines (4,B,) and (4,C,) touch Q"
(see fig. 203). By prop. 2.8, triangles A;B,C, and 4,B,C, are both circumscribed about some
smooth conic that does touch 5 lines (AB), (BC), (CA), (4,B,), (4,C,). Since there is exactly one
such conic, it coincides with Q”. O

Example 2.3 (Tracing conic by ruler)

There is an effective method for constructing the points of a smooth conic passing through given
5 points p;, p,, ..., Ps by means of a ruler only. First of all draw the lines €; = (p,ps), €5 = (D,04)
and pick up the points p = (p;p,) N (p3ps) and q = £, N (p,p,) like on. fig. 204. We claim that

‘these lines can be chosen in many ways: any two lines joining the corresponding points are fitted in
the picture
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perspective p : £; = £, coincides with projection p, : ¢; = C of £; onto C from p, followed
by projection p; : C = £, from C onto ¢, from p; € C, because their actions on p,,ps,q € ¢,
coincide. Thus, if we draw any line ¢ through p and pick up the intersections x; = £ n ¢; and
x, = £N+,, then a point c(¥) = (p;x;) N (p,x,) lies at C (see fig. 204) and runs through the whole
of C as ¢ is rotated about p. This construction can be reformulated es follows.

by 0

Puc. 204. Tracing a conic by a ruler.

Theorem 2.2 (Pascal's theorem)
Six points p;,p,, ..., P no 3 of which are collinear do lie on a smooth conic iff 3 intersection

points' x = (P3py) N PP1)> ¥V = (P1P2) N P4Ps), 2z = (P,p3) N (Pspg) are collinear
(see fig. 206).

p3
P1 Ps

P4 P2

Ds
Puc. 2¢5. The hexogram of Pascal.

Proof. Let £, = (p3p,). £, = (p3p,) as in fig. 205. Since z € (xy), the perspective

Yt =t (2-5)

'they can be viewed as intersections of «opposite sides» of hexagon p;,p,., ..., pg
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sends x — z. As we have seen in example 2.3, this perspective is composed from projections
(ps 1 C=4€,)o(py ¢, >C) (2-6)

where C is the smooth conic passing trough p,,p,, ..., ps. Thus, pg = (psz) N (p3x) € C. Vice
versa, if (psz) N (p3x) € C, then x € £, goes to z € ¢, under the composition (2-6). Hence,

perspective (2-5) also takes x — z forcing z € (xy). |
b1
Pe
P2
Ds
Pp3
DPa
Puc. 2¢6. Inscribed hexagon. Puc. 2¢7. Circumscribed hexagon.

Corollary 2.10 (Brianchon's theorem)
A hexagon p;,p,, ..., P is circumscribed around a non singular conic iff its main diagonals
(p1P4), (P2Ps), (P3P,) are intersecting at one point (see fig. 207).

Proof. This is dual to the Pascal's theorem 2.2. O

2.3.2 Internal geometry of a smooth conic. During this section we assume that the
ground field k is algebraically closed (and char(k) # 2). Any projection p : € — ¢ from a point
p € C to aline £ > p establishes birational bijection C ~ [P, and any two such bijections, coming
under different choices of p and ¢, differ from each other by a linear fractional automorphism of
IP,, because if we chose another p’ € C and another line #’, then the composition

(p:C=>t)ep:t>0)

provides a homography ¢ = ¢'. This allows to introduce internal homogeneous coordinates
¥y : 9,) on C defined up to linear automorphism: we choose some homogeneous coordinates
in ¢ and lift them to C via projectionp : C — .

As soon some internal homogeneous coordinates in € were fixed up a linear automorphism,
we can define the cross-ratio for a quadruple of distinct points ¢; € € in terms of these coordinates
by the usual formula
det (cl,c3) - det (cz,c4)

def

(2-7)

[c1s €25 €35 €4 .
DI et (cl,c4) - det (cz,c3)
Being invariant under homographies, it does not depend on a choice of internal homogeneous
coordinates. Geometrically, (2-7) is nothing but the cross-ratio of 4 lines ¢; = (cc;), which join c;
with some fifth point ¢ € C, in the pencil of lines passing through p.

Exercise 2.6. Show that the latter description agrees with the previous one and does not depend
on a choice of the 5 th point c € C ~ {cy, ¢, c3, ¢, }.
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We say that a mapping ¢ : € — C is a homography on C, if it can be treated as invertible linear
transformation of internal homogeneous coordinates*. Of course, any ordered triple of distinct
points in C is sent to any other such a triple by a unique homography and two quadruples of
distinct points can be sent to each other by some homography iff their cross-ratios coincide.

Example 2.4 (involutions)

Non-identical homography inverse to itself is called involution. Let an involution o : € - C
interchange a’ < a” and b’ < b” like on fig. 208 and let s = (a’a”) n (b'b") € P, ~ C. We claim
that o is cut by the pencil of lines passing through s,ie. o : ¢’ & ¢” iff (") 5 s.

Indeed, the latter rule provides an involution on C, because it is bijective and birational®.
Since it action on 4 points a’, a”, b’, b” agrees with o, it coincides with ¢ everywhere. Point s is
called the centre of involution o.

We conclude immediately that each involution on P, has
exactly two fixed points and for any pair of distinct points there
exists a unique involution keeping these two points fixed. In-
deed, fixed points of ¢ are the intersection points of C with the
polar line of s w.r.t. C.

Actually, as soon we are given with a smooth conic C C P,,
we can canonically identify the points of P, with non-ordered
pairs {r,s} of points r,s € C by sending {r,s} C C to the
intersection of tangents T,.C N T,C € P, when r # s and inter- (.}
preting the double points {p, p} as the pints p of C itself. Under
this identification, an involution ¢ with the centre s = {p, q}
has p,q € C as its fixed points and takes a < b iff pair {a, b} is harmonic to the pair of fixed
points, i.e. iff [a, b, p,q] = —1.

Fig. 208. Involution of onic.

Exercise 2.7. Verify all these statements.

Exercise 2.8. In the notations of prop. 2.3 on p. 30 consider an involution of line (ab) provided
by conjugation w.r.t. Q (that is, x < y as soon x lies on the polar of y). Use the above
statements to prove prop. 2.3 on p. 30 purely geometrically without any computations.

Example 2.5 (cross-axis for a homography on a conic)
It is evident that a homography ¢ : C — C taking a,, b, ¢, to a,, b,, c, splits into composition
of projection b, : € — ¢ followed by projection b; : £ — C, where the line ¢ joins cross-
intersection points (a,, b,) N (b;,a,) and (c;, b,) N (by, c,), see fig. 209. Hence, the fixed points
of ¢ are the points of intersection £ N C. Thus, £ does not depend on a choice of an ordered triple
a,,by,c; € C. We conclude also that ¢ has either two distinct fixed points (when ¢ does not
touch C) or a unique fixed point (when ¢ touches C at this point).

Being independent on a4, b,, c,, the line ¢ coincides with the locus of all cross-intersections
(x, ) N (¥, p(x)) as x # y independently run through C. Besides other beauties, this gives

‘again, this does not depend on a choice of coordinates

“coordinates of two intersection points of a given conic with a given line are rational functions of each
other rationally depending in coefficients of equations for the conic and the line (this is a version of the
Vieta formula: the sum of two roots of a quadratic equation equals the ratio of appropriate coefficients of
the equation)
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another proof of Pascal's theorem: intersections of opposite sides of a hexagon a,c,b,a,c,b,
inscribed in C lie on the cross — axis of a homography that sends a,, b, c; to a,, by, c,.

Puc. 209. Cross-axis.

Using only a ruler, it is easy to draw the cross-axis of a homography ¢ : € — C as soon as
its action on some triple of distinct points is given. This allows, using only a ruler, to construct
an image of a given point under such a homography as well as to pick up its fixed points.

For example, let us draw a pair of tangent lines to a given smooth conic C coming to € from
a given point s ¢ C. The touch points are the fixed points of the involution on € with the centre
at s. To find them, draw any 3 secant lines passing through s, then draw the cross-axis ¢,
(see fig. 2010) and pick up £, N C. In prb. 2.6 on p. 49 you will find even shorter drawing.

Puc. 2010. Drawing tangent lines.

2.4 Quadratic surfaces in P, = P(V) form 9-dimensional projective space P, = P(S*V*).
Over algebraically closed field k there are 4 classes of projectively equivalent quadratic surfaces,
distinguished by the rank:

double plane has rank 1 and can be given by equation x? = 0; it is totally singular

split quadric (or a pair of crossing planes) has rank 2 and can be given by equation xZ + x5 = 0;

it is a union of two planes x, = +1/—1 - x; crossing along the singular line* x, = x; = 0

‘thus, the quadric is the linear join of this line with two points laying on some complementary line in
agreement with theorem 2.1
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quadratic cone x2 + x* + x2 = 0 has rank 3; in agreement with theorem 2.1 on p. 29, it is linear
joint of the singular point (0 : 0 : 0 : 1) with a smooth conic given by the same equation
in the plane x; = 0 complementary to (0 : 0 : 0 : 1)

smooth quadratic surface has rank 4 and can be written as x; + x> + x2 + x2 = 0 but admits
much more convenient determinantal model decribed below.

2.4.1 The Segre quadric. We fix two 2-dimensional vector spaces U_, U, , put
W =Hom(U_,U,) = {linearmaps f : U_ - U},

and consider P, = P(W). A choice of bases in U, identifies this space with the projectivization
P (Mat,,,(k)) of the space of 2 X 2-matrices

(“oo a01> '
A0 Q19
The determinant f — det(f) is a smooth quadratic form on W. In the matrix notations it takes

a a

00 @o1

<a a > = Qpol11 — Xp1%10
10 911

Its zero set Q, & V(det) = {f # 0| detf = 0} is called the Segre quadric. It consists of all
operators of rank 1 considered up to proportionality.

Exercise 2.9. Show that any m X n matrix A of rank one is a product of some m-column and
n-row, which are uniquely predicted by A up to proportionality.

Recall that any vector v € U, and any covector ¢ € U” produce rank 1 operator
(Qu:U_-U,, u=(&,u) v

and any rank 1 operator f has the form f = ¢ ® v, where v spans im f and ¢ spans Ann ker f
(i.e. ¢ is a linear equation for a hyperplane ker f C U_). Thus, the Segre quadric coincides with
an image of the Segre embedding

s P, xP, = P(U*)x P(U,) & P(Hom(U_,U,)) = P, (2-8)

that sends (¢, v) € UX XU, torank 1 operator { @ v € W. If we choose some coordinates (¢, : &)
in U* and (¢, : t;) in U, the operator ¢ @ v gets the matrix

ét() tO g1 tO > .

f®v= <fot1 $1ty

So, the Segre embedding gives a rational parametrization

Ugp = oty s @01 =&1tg s @9 =8pty, @y =84ty . (2-9)

for the Segre quadric by pairs ((§, : &), (tg : t;)) € Py X P,.

Note that P, X P, is ruled by two families of «coordinate» lines ¢ X P; and P, X t. Let us
call them the first and the second ruling line families. Since the parametrization (2-9) takes lines
to lines, we get
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Proposition 2.9

The Segre embedding sends each coordinate line family to a ruling of Q, by a family of pairwise
skew lines. These two line families exhaust all the lines on Q.. Any two lines from different
families are intersecting and each point of Q, is the intersection point of two lines from different
families.

Proof. A line ¢ X IP;, where & = (§, : &;) € P(UY), goes to a set of all rank 1 matrices with
(1-st column) : (2-nd column) =&, : &, .

They form a line in P; given by two linear equations a,, : ay; = @y : ay; = &, : &;. Analo-
gously, s(IP; X t), where t = (t, : t;) € P(U,), goes to the line ayy : a;p =ay; : ay; =ty : ty,
which consists of all rank 1 matrices with

(1-strow) : (2-ndrow) =t, : t; .

Since the Segre mapping is bijective, each line family consists of pairwise skew lines, any two
lines from the different families are intersecting, and for any x € Q, there is a pair of lines
intersecting at x and belonging to different families. This forces Q. N T, Q, to be a split conic and
implies that there are no other lines on Q. 0

Corollary 2.11
Any 3 lines on IP; lie on some quadric. If the lines are mutually skew, then this quadric is unique,
non singular, and is ruled by all lines in PP, intersecting all 3 given lines.

Proof. Pick up a triple of distinct points on each line. By prop. 2.6 applied for n = 3, there exists
a quadric passing through these 9 points. It contains all 3 lines. Since a singular quadric does
not contain a triple of mutually skew lines, any quadric passing through 3 pairwise skew lines is
smooth and ruled by two families of lines. Clearly, all 3 given lines lie in the same family. Then
the second ruling family is nothing else as the set of lines in P, intersecting all 3 given lines.
Thus the quadric is unique. ]

Exercise 2.10. How many lines intersect 4 given pairwise skew lines in P;?

2.5 Linear subspaces lying on a smooth quadric. Line rulings from prop. 2.9 have higher
dimensional versions. We say that a smooth quadric Q is k-planar, if there is a projective sub-
space L C Q of dimension dim L = k but Q does not contain projective subspaces of any bigger
dimension. By the definition, the planarity of an empty quadric equals —1. Thus, quadrics of
planarity 0 are non-empty and do not contain lines.

Proposition 2.10
The planarity of a smooth quadric Q C P,, over any field k is at most [(n — 1) /2], i.e. does not
exceed dim Q /2.

Proof. Let P,, = P(V), dimV =n+1,and L = P(W) C Q = V(q), where q € S2V*. Since q|W = 0,
the correlation § : V = V* sends W inside Ann (W) C V*. Injectivity of § implies

dim(W) =dimgq(W) < dimAnn W = dimV — dim W .

Thus, 2dimW < dimV and 2dimL <n — 1. O
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Lemma 2.1
For any smooth quadric Q and hyperplane IT the intersection I1 N Q is either a smooth quadric in
IT or has precisely one singular point p € I1 N Q. The latter takes place iff IT = T, Q.

Proof. Let Q = V(q) c P(V) and IT = P(W). Since

dimker (4ly,) = dim (W N g (AmW)) <
<dim§ ' (Ann W) = dim Amn W = dimV —dimW =1

quadric IT N Q has at most one singular point. If Sing Q = {p} # @, then p spans 1-dimensional
space ker |, C W and Ann (§(p)) = W . Hence, T,Q = II. Vice versa, if Il = T,Q = P(Annq(p)),
then p € Ann §(p) belongs to the kernel of the restriction of § onto Ann §. O

Proposition 2.11

Let Q C P,,, be a smooth n-dimensional quadric over any field k. Then m-dimensional pro-
jective subspaces L C Q passing through a fixed point p € Q stay in bijection with (m — 1)-
dimensional projective subspaces L’ laying on (n — 2)-dimensional smooth quadric Q' = H n Q
cut out of Q by an arbitrary hyperplane’ H C T,,Q complementary to p.

Proof. Each m-dimensional projective subspace L C Q passing through p € Q liesin Q N T,,. By
lemma 2.1, the latter intersection is a singular quadric with Sing (Q N T,) = p. By theorem 2.1 on
p-29,QnNT, is a simple cone with vertex p over a smooth quadric Q' cut out of Q by any hyperplane
H C T,Q that does not pass through p . Hence (m — 1)-dimensional subspace L' = LnH = LN Q'
lies on Q’. Vice versa, a linear join of p with an arbitrary (m — 1)-dimensional projective subspace
L' c Q' containes p and lies on Q. O

Corollary 2.12

A cardinality of the set of k-dimensional projective subspaces laying on Q and passing through
a given point p € Q does not depend on p € Q. In particular, each point of a smooth m-planar
quadric Q lies in some m-dimensional projective subspace laying on Q.

Proof. If a,b € Q and b & T,Q, then H = T,Q N T, Q does not pass through a, b and lies in the
both tangent spaces T,,Q, T;,Q as a hyperplane. By prop. 2.11, the set of k-dimensional projective
subspaces of Q passing through a as well as the set of k-dimensional projective subspaces of
Q passing through b both stay in bijection with the set of all (k — 1)-dimensional projective
subspaces of Q N H B H. Thus, they are of the same cardinality. If b € T,Q, pick up any point
c € Q~(T,QuUT,Q). Then the set of k-dimensional projective subspaces of Q passing through c
stays in bijection with those sets through a and through b. g

Corollary 2.13
A smooth n-dimensional quadric over algebraically closed field is [n/2]-planar.

Proof. This holds for n = 0,1,2. Since all smooth n-dimensional quadrics over algebraically
closed field are projectively equivalent to each other, the result follows from prop. 2.11 via in-
duction in n. g

'note that dimH =n -1
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2.6 Digression: orthogonal geometry over arbitrary field. Let V be a vector space over an
arbitrary field of characteristic # 2 and § : V XV — k be non-degenerated symmetric bilinear
form. Latter could be expressed by any of the following mutually equivalent properties:

o foranynonzerove Vv eV : W, v)#0

o for any covector i : V — Ik there exists a unique wy €V Yw) = B, Wl,b) YvevV

correlation /ﬁ\ : V = V* which sends v € V to linear form E(v) :w e Bw,v),is an
isomorphism

[}

o the Gram matrix B = (B(e;, j)) is non-degenerated for some (thus, for any) basis {e;} C V.
We call such B a scalar product on V.

Proposition 2.12
If a symmetric form' B : V XV — k induces non-degenerated scalar product on some subspace
UcV,thenV =U@®U*, whereUt = {ve V| YueU B(u,v) =0}.

Proof. Since the restriction 8|, : UXU — kis non-degenerated, we have UNU 1 = 0. Moreover,
for any v € V there exists a unique u,, € U such that (u,v) = B(u,u,) for all u € U. The latter
property forces u —u, € U*. Thus, each v € V is decomposed as v = u,, + (u —u,), where u, € U
and u —u, € U*. Hence, U + U+ = V. ]

Definition 2.1
Linear mapping f : V, — V, between vector spaces with scalar products 8,, B, is called an
isometry, if Vv,w €V, B(v,w) =B, (f(), f(w)).

2.6.1 Isotropic and anisotropic subspaces. A bilinear form 8 on V is called anisotropic if
B(v,v) # 0 for all non-zero v € V. For example, any Euclidean scalar product in R" is anisotropic
by the definition. Anisotropy of a symmetric form implies its non-degeneracy. A subspace U of a
vector space V with a scalar product g is called anisotropic, if the restricted form |, is anisotropic.

Exercise 2.11. Let dimV = 2, B be a scalar product on V, and B be the Gram matrix of § in
some basis of V. Show that 8 on V is anisotropic iff — det B is not a square in k.

A subspace U C V is called isotropic for a bilinear form g on V, if |, =0, i.e.
Vu,u, €U Bug,u,) =0.

In particular, non-zero vectors v such that f(v, v) = 0 are called isotropic vectors. If 8 is a non-
degenerated scalar product on V, then it follows from prop. 2.10 that dimU < dimV /2 for any
isotropic subspace U C V.

Example 2.6 (Hyperbolic space H,,,)
Let dimV = n. Equip H,, & V* @ V with a scalar product

h((fpvl)a (fz»vz)) =§1(vy) +&,(vy). (2-10)

'possibly degenerated
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Thus, h is restricted to the zero form on both V, V¥, and forallv € Vand § € V*

hé,v)=hW, & =(&,v).
In a basis of H combined form dual bases e}, e}, ...,e, € V¥, e ,e,,...,e, €V as

(e7,0), (e5,0), ..., (e;,0), (0,ey), (0,e;), ... , (0,e)EV DV, (2-11)

0 E
H=<E 0>, (2-12)

where E and 0 are identity and zero n X n-matrices. Thus, h is non-degenerated and has isotropic
subspaces of the maximal possible dimension.

Each basis of H,,, with the Gram matrix (2-12) is called a hyperbolic basis. To pass from a
hyperbolic basis to orthogonal one, it is enough to put p; = e; + e; and q; = e; — e;. Note, that
h(p;,p;) = 2 and h(q;, q;) = —2.

the Gram matrix of h looks like

2.6.2 Orthogonal sums. A direct sum V; @ V, of spaces V,, V, with scalar products 8,
B, admits a scalar product 8, + B, that takes (u,,u,), (W, w,) € V; @V, to

[B1+ By (g up), (Wi, wy)) & By(uy,up) + By(wy, wy). (2-13)

We call the sum V, @V, equipped with scalar product (2-13) an orthogonal direct sum and denote
it by V, +V,.

Exercise 2.12. Show that H,,, + Hyj, = Hy 4y (an isometric isomorphism).

Theorem 2.3
Any vector space V with a scalar product splits into orthogonal direct sum of a hyperbolic sub-
space and an anisotropic subspace.

Proof. Induction in dim V. If there are no isotropic vectors in V (say, if dimV = 1), then V itself
is anisotropic. If V contains isotropic vector e, then there is w € V such that B(e,w) # 0. Vector
u = w/B(e,w) satisfies f(e,u) = 1. Pute’ = u — %,B(u, u) - e. Since B(e,e’) = B(e,u) = 1
and B(e",e¥) = 0, vectors e and e” span the hyperbolic plane H, C V. Then V = H, + Hy by
prop. 2.12. By induction, Hy = H,, + W, where W is anisotropic. Thus, V = H,,, + W. O

Remark 2.1. We will see in theorem 2.6 below that the decomposition from theorem 2.3 is unique
up to isometric isomorphisms between orthogonal direct sumands.

Corollary 2.14 (from the proof of theorem 2.3)
In any vector space V with a scalar product 8 any two vectors u, v € V such that u is isotropic
and B(u, v) # 0 span a hyperbolic plane H, C V.

Corollary 2.15
Each k-dimensional isotropic subspace of any space V with a scalar product is contained in some
hyperbolic subspace H,, C V.
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Proof. Induction in k. The case k = 1 is covered by cor. 2.14. For k > 1 consider a hyperbolic
plane H, C V, spanned by any non zero vector u € U and any v € V such that f(u,v) # 0.
An intersection U' = U n Hy = U N v™ is a hyperplane in U and is transversal to u. Thus, U’ is
(k — 1)-dimensional isotropic subspace in H Zl By induction, U’ is contained in some hyperbolic
subspace H,,_, C Hy. Hence, U C H, + Hy,_, = H,, C V. g

Corollary 2.16
The following properties of a vector space V with a scalar product § are equivalent:

1) V is isometrically isomorphic to a hyperbolic space
2) V is a direct sum of two isotropic subspaces

3) dimV is even and there is an isotropic subspace U C V of dimension dim U = dimV /2.

Proof. Implication (1) =(2) is obvious. Let (2) hold. By cor. 2.15 dimensions of both isotropic
components do not exceed dimV /2. This forces both dimensions to be equal dimV /2. Thus,
(2) =(3). Implication (3) = (1) follows from cor. 2.15 : hyperbolic subspace of V that contains an
isotropic subspace of dimension dim V /2 has to coincide with V. O

2.6.3 Action of isometries. Choose a basis in V and write B for the Gram matrix of the
scalar product . If an isometry f : V — V has matrix F, then

F*-B-F=B. (2-14)

Since det B # 0, (2-14) implies det F # 0. Thus, each isometry is invertible and all the isometries
of V form a group. It is called orthogonal group (or isometry group) of § and is denoted by O4(V).
It also follows from (2-14) that the matrix of ! is F~! = B~'F'B.

Example 2.7 (isometries of hyperbolic plane) 0 1
Pick up a standard hyperbolic basis e, e* of H, with the Gram matrix < 1 0> . Then an isometric

. a b . a c 0 1 a b 01
operatorshouldhaveamatrle—<C d> that satisfies <b ><1 0>'<c d>_<1 0),

which means ac = bd = 0 and ad + bc = 1. These equations have two families of solutions:

F,= <g /1(_)1> and F, = </1(_)1 g) ., where 4 € k~ {0}. (2-15)

When k = R, operators F, with 2 > 0 are called a hyperbolic rotations, because an orbit of
generic vector v = (x, y) under the action of F, is a hyperbola xy = const and if we put 1 = e*
and pass to orthogonal basis

p=\/§(e+e*), =\/§(e—e*),

then F, will have a matrix

1/y/2 1742 ‘<et 0>_ 1/V2 1/V2 _(cosht sinht)
1/\/5 _1/\/5 0 et 1/\/5 _1/\/5 " \sinht cosht
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similar to the matrix of euclidean rotation. For 2 < 0 isometry F is a hyperbolic rotation com-
posed with central symmetry about the origin'. All operators F, are proper, i.e. preserve orienta-
tion. Operators F; are non-proper and can be described as compositions of hyperbolic rotations
with reflection w.r.t the axis of hyperbolas.

Example 2.8 (reflections in hyperplanes)

Each anisotropic vector e € V provides an orthogonal decomposition V = k - e + e*. A mapping
o, : V — V that inverts e and identically acts on e* (see fig. 2011) is called a reflection in
hyperplane e*. Clearly, o, € Op(V) and 0% = Id;,. The action of o, on an arbitrary v € V is

,Blew)

2-16
Ble.e) (10

o,(v)=v -

Exercise 2.13. Make it sure and prove that feg, o f ' = 0 f(e) for any isometry f : V — V and
any anisotropic e € V.

u—+v
O
eV 1. v U | ] v
-5 oo [ u—v M
OT - o O
(e,)
ee) €
ot
—v
Puc. 2011. Reflection o,. Puc. 2012. Reflections in rombus.
Lemma 2.2

Let V be an arbitrary space with a scalar product  and u, v € V have B(u,u) = f(v,v) # 0. Then
there is a reflection in a hyperplane that sends u either to v or to —v.

Proof. If u and v are collinear, then ¢, = g, is a required reflection. If u and v span a plane, then
at least one of the diagonals u + v, u — v of the rhombus on fig. 2¢12 is anisotropic, because they
are perpendicular: B(u+v,u —v) = B(u,u) — B(v, v) = 0 and span the same plane as u, v, which
is not isotropic by assumptions. Reflection o,,_,, takes u — v, reflection o, ,, takes u —» —v. 0

Theorem 2.4
Each isometry of an arbitrary n-dimensional space with a scalar product is a composition of at
most 2n reflections in hyperplanes.

'with projective viewpoint, as A goes through 0 or oo the moving point F,v crosses infinite line and
appears on the other branch of the same hyperbolic orbit
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Proof. Induction in n. The orthogonal group of 1-dimensional space is exhausted by Id and
reflection —Id. Letn > 1 and f : V — V be an isometry. Pick up some anisotropic v € V and
write o for a reflection that sends f(v) either to v or to —v. Then of tekes v either to v or to —v
and maps the hyperplane v* to itself. By induction, the restriction of of onto v is a composition
of at most 2n — 2 reflections in some hyperplanes of v. Extend them to the reflections of V by
including v into the mirror hyperplane of each reflection. The composition of resulting reflections
of V coincides with of on the hyperplane v* and acts on v either as of (if of(v) = v) or as —af
(if of(v) = —v). Thus, of : V — V is the composition of 2n — 2 reflections just described and,
maybe, one more reflection in the hyperplane vt. Hence f = gaf is the composition of at most
2n reflections. O

Theorem 2.5 (Witt lemma)

LetU,, W,, U,, W, be spaces with scalar products. If some two spaces in triple U, , U, +W,, W,
are isometrically isomorphic to the corresponding two spaces in triple U, , U, + W,, W,, then
the remaining third elements of triples are isometrically isomorphic as well.

Proof. If there are isomorphic isomorphisms f : U; = U, and g : W, = W,, then their direct
sum f g @ U+ W, - U, + W, sends (u,w) € U, + W, to (f(u), gw)) € U, + W, and gives
the required isometry. Two remaining cases are completely symmetric, it is enough to consider
one of them. Assume that there are isomorphic isomorphisms

f:U >U, and h:U, +W, > U,+W,.

Using induction in dim U; = dim U,, let us show that there exists an isometry g : W, = W, . If
U, = k- u has dimension 1, vector u is anisotropic. Hence f(u) € U, and h(u,0) € U, + W, are
anisotropic as well and have the same scalar squares as u. Write ¢ for a reflection of U, + W,
taking h(u, 0) — (£f(w), 0). Composition oh : U, + W, = U, + W, isometrically sends U, onto
U,. Hence, it isometrically identifies their orthogonal complements, that is, gives a required
isometry ohly, W, = W,.

If dim U, > 1, pick up some anisotropic u € U, and consider orthogonal direct sums

Ul-i-lelk-u—i-uJ‘—i-Wl and U2+W2=]k-f(u)-i-f(u)J'-i-W2,

where ut ¢ U, and f(u)* C U, are the orthogonal complements to anisotropic vectors u and
f(u) inside U, and U, respectively. We have proven already that the existence of isometries

hik-udut 4w, sk f)+f@r+wW,, f:U;, >U,, fliy:k-u=k-f(u)

implies the existence of some isometries f’ : ut = f(w)* and ' : ut + W, = f(w)*+W, . Then,
by induction, there exists an isometry W, = W,. g

Theorem 2.6

For any two orthogonal decompositions V = H,, + U = H,,, + W from theorem 2.3, where U,
W are anisotropic and H,,, H,,, are hyperbolic, the equality k = m holds and there exists an
isometric isomorphism U ~ W.

Proof. Let m > k. Then H,,,, = H,) + H,(p_y)- The identity mapping Id : V — V gives isometry
Hy, + U = Hyy + Hyoy_gy + W. By the Witt lemma there exists an isometry U = H,, 4y + W.
Since U is anisotropic, the hyperbolic space H,,_, should vanish, because otherwise it contains
isotropic vector. Thus, k = m and there is an isometry U = W. O
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Corollary 2.17
Isometry group of V acts transitively on the set of all hyperbolic subspaces of any fixed dimension.

Proof. Let H,, H, C V be hyperbolic subspaces of the same dimension. Since we have isometries
f:H,>H, and 1d, : H, + Hf = H, + Hy, there should be an isometry g : Hf = H;. Then
f@&g : Hy+Hi — H,+Hy isanisometry of V and sends H, to H, as required. g

Corollary 2.18
Isometry group of V acts transitively on the set of all isotropic subspaces of any fixed dimension.

Proof. By cor. 2.15 and cor. 2.17 it is enough to check that for any two maximal isotropic sub-

spaces U, W in the hyperbolic space V = H,,, there exist an isometry of V sending U to W.
fUNW =0,thenV = U @ W and the correlation operator of f induces an isomorphism

Elu : U < W*, which takes vector u € U to covetor w — S(w,u). Thus, there are dual bases

Uy, Uy, ..., Uy € U, Wy, Wy, ...,w, €W such that
8 1 fori=j
W, U;) =
v 0 fori##j.
Then uy, uy, ..., u,, Wy, Ww,, ..., w, is a hyperbolic basis for V and operator f : V — V that sends

u; = w;, w; > u; is isometric and exchanges U with W.

Ifdim UnW > 0, we proceed by induction in dim UnW like in cor. 2.15. Consider a hyperbolic
plane H, C V spanned by some v, € UNnW and v, € V such that 8(v,, v,) # 0. The intersections
U =UnHy; =Unvy and W =W n Hy = W nv; have codimension 1 in U and W respectively
and both are transversal to v,. Thus U’ and W' are (n — 1)-dimensional isotropic subspaces in H Zl
Their intersection U’ N W’ is a hyperplane in UNW and is transversal to v, as well. By induction,
there is an isometry of H Zl that sends U’ to W’. The direct sum of this isometry with the identity

map Id : H, — H, gives the required isometry of V taking U to W. g

Corollary 2.19

The group of all linear projective isomorphisms P, = P, preserving a smooth quadric Q C P,
acts transitively on the set of all projective subspaces of any fixed dimension laying on Q (in
particular, on the points of the quadric).

Example 2.9 (real quadratic forms)
Any quadratic form over R can be written in appropriate coordinates as*

2 2 2 2 2 2
Q) =x] + x5+ Xy = X — Xy~ = Xy - (2-17)

Ordered pair (p, m) is called a signature of q. Each pair of basic vectors e;, e,,,; corresponding to

the opposite coeflicients (+1, —1) in (2-17) spans a hyperbolic plane with hyperbolic basis

e=(ei+ep+l-)/\/5, e*=(el-+ep+i)/\/5.

Thus, min(p, m) equals the dimension of maximal isotropic subspace of q. We conclude that
in each dimension d there are precisely two non-isometric anisotropic real spaces with scalar
products: positively defined, which has m = 0, and negatively defined, which has p = 0.

'take any basis with diagonal Gram matrix and divide each basic vector e; with g(e;) # 0 by 1/|q(e;)|
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The difference ind(q) £ p — m is called an index of q. It does not depend on choice of basis,
because |ind(q)| equals the dimension of anisotropic component of g and indg > 0 iff those
component is positive. Since the sum p + m = rk q also does not depend on a choice of basis, we
conclude that the whole signature does not as well.

Forms of opposite indexes produce the same quadric V(q). Absolute value |ind(q)| is called an
index of real quadric V(q). Since all smooth quadrics of fixed signature are projectively equiva-
lent’, let us write Q,, ,,, for a smooth quadric of signature (n+1-m,m) in P,, = P(R"*"), assuming
thatm< (n+1)/2.

Proposition 2.13
Real smooth quadric @, ,, C IP,, is (m — 1)-planar.

Proof. Induction in m. If m = 0, the quadric is empty and has planarity —1. If m > 0,
then prop. 2.11 and cor. 2.12 imply that planarity of Q,, ,,, is one more than planarity of quadric
Q,_2.m—1 that appears as an intersection of Q with projective subspace x, = x; = 0, which lies
in the tangent space to Q,, ,, at the point e, + e, € Q,,,, and is complementary to this point. [

Corollary 2.20
Quadrics Q,, ,,, form a complete list of pairwise non-equivalent real projective quadrics . ]

Example 2.10 (quadratic forms over F,, = Z/(p), p > 2)
Squaring non-zero elements: x ~— x* is an endomorphism of the multiplicative group Fy,. Its
kernel consists of two elements +1, because quadratic polynomial x* = 1 has exactly two roots
x = +1in afield F,. Thus, proper squares form a subgroup of index 2 in F,, and F,,/ IF;2 ~ {+1}.
Let us pick up some non-square ¢ € Fj, » IF;;2 once forever. Then any non-square has a
form 92¢. Hence, in dimension 1 non-degenerated quadratic forms over [, are exhausted up to
isometry by anisotropic forms x? u ex?.
In dimension 2 each quadratic form ax? + bx; maps ]Ff, to F,, surjectively. Indeed, for any
given ¢ € F, the sets {axi | x;, € F,} and {c - bx% | x, € F,} are of the same cardinality
(p+1)/2. Hence they have at least one common element a¥? = ¢ — b93, for which ad? + b95 = c.

Exercise 2.14. Deduce from this that over [, any space of dimension > 3 with a scalar product
contains an isotropic vector.

Thus, anisotropic spaces over F,, exist only in dimensions 1, 2. Let us list them in dim 2.

Since there exists a vector e with B(e,e) = 1, each non-degenerate quadratic form of di-
mension 2 in appropriate coordinates turns to either x? + xZ or x? + ex2. These two forms are
non-isomorphic, because they have distinct determinants modulo squares.

Form x2+x7 is hyperbolic? iff its discriminant D/4 = —1 is a square. By Fermat's little theorem,
the subgroup of squares in F), is contained in the kernel of the endomorphism y : x X7 of
the multiplicative group F,,. Endomorphism y is non-trivial, because polynomial xP~V2 = 1 has
at most (p — 1)/2 roots, and imy = {+1}, because y(x)* = xP"* = 1 forall x € JF;. Thus, the
group of non-zero squares coincides with ker y. In particular, —1 is a square iff (-1)?~12 = 1,
that is iff p = 1 (mod 4). Thus, form xf + x% is anisotropic for p = —1 (mod 4) and hyperbolic for
p = 1(mod 4).

'i.e. go to each other under appropriate linear projective automorphism of enveloping space
*i.e. has isotropic vector
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By the same reasons, form x> + ex? is anisotropic for p = 1(mod 4) and hyperbolic for
= —1(mod 4).
We conclude that any smooth quadratic form over F,, either is hyperbolic or is a direct or-
thogonal sum of a hyperbolic form and one of the following anisotropic forms:

x?, ex?, xf+x§ (forp = 4k + 3) , sxf+x§ (forp=4k+1).

Home task problems to §2

In all the problems below the ground field k is assumed, by default, to be algebraically closed of
char k # 2 except for those problems where Ik is precisely given.

Problem 2.1. Prove that for any two involutions of P, there exists a unique pair of points inter-
changed by the both involutions.

Problem 2.2. Consider an arbitrary pencil of conics containing at least one smooth conic. Could
it contain precisely a) 0 b) 1 ¢) 2 d) 3 e) 4 singular conics? If so, give the examples.

Problem 2.3. Are there two smooth conics intersecting preciselyin a)1 b)2 c¢)3 points?
If so, give the examples.

Problem 2.4. How many shared tangent lines may have two smooth conics?

Problem 2.5 (Lamé's theorem). Show that polar lines
of a given fixed point a € P, w.r.t. a conic running
through some pencil of conics are intersecting at one
point.

p

Problem 2.6 (Steiner's drawing). Shown on fig. 2613 is
Jacob Steiner's method of drawing a polar line #(p) of
a given point p w.r.t. a given smooth conic C using
only a ruler. Explain why does it work.

Problem 2.7. Using only the ruler (and Steiner's
method), draw a line passing through a given point
p and touching a given conic C. Consider two cases: Fig. 2013. Drawing a polar.
a)pgC b)pecC.

Problem 2.8. Using only the ruler, draw a triangle in-
scribed in a given smooth conic Q and such that his sides a, b, ¢ pass through 3 given points
A, B, C. How many solutions may have this problem?

Problem 2.9. Formulate and solve projectively dual problem to the previous one.

Problem 2.10. Given 4 mutually skew’ lines in 3D-space, how many lines does intersect them all?
Consider the cases when 3D-space in questionis: a) CP; b) RP, c) affine C* d) affine R®.

'in projective space this means «non-intersecting», in affine space this means «not laying in a shared
plane»
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Find all possible answers and indicate those which are stable w.r.t. small perturbation of the 4
given lines.

Problem 2.11. How many solutions have equations a) x;+x74+x5 =0 b) xZ+x>+x5+x5 =0

c) xf +x§ +x§ = —1 over the field F,, which consist of 9 elements a+by/-1,a,b = -1,0,1,
added and multiplied modulo 3.

Problem 2.12 (Schlaflische Doppelsechs). The double six line configuration of Schafli is con-
structed as follows. Let [0], [1], ... , [5] C P be six lines such that [1], ... , [5] are mutually
skew, [0] intersects all of them, and each of [1], ... , [5] does not either touch or lie on the
quadric drown through any 3 other. Show that:
a)Vi=1,...,5 3 unique line [i'] # [0] such thatVj # i [{'In[j] # @
byVi=1,...,5Vj£i[i'Inli]l=["1In1=@

c) each of [1'], ..., [5"] does not either touch or lie on the quadric drown through any 3 other

d) 3 unique line [0] that intersects each of [1'], ..., [5'].
(Hint: let [0}] # [1] and [0,] # [2] intersect all [1'], ..., [5'] except for [1] and [2'] respec-
tively; prove that they have the same intersection points p;, p,, ps With [3'1, [4'], [5'] by
constructing these points only by means of lines [3], [4], [5], [3'], [4'], [5'], and [0].)

e*) Show that each double six line configuration lies on some smooth cubic surface S, which
contains 15 more lines besides the double six.
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3.1 Tensor products and Segre varieties. Let V,,V,,...,V, and W be vector spaces of di-
mensions d,d,, ...,d, and m over an arbitrary field k. A map

@V XV, X e XV, > W
is called multilinear, if it is linear in each argument when all the other remain to be fixed:
(..., W +w", . H=2e(..., vV, . ) +pue. v, . ).
Multilinear maps V; XV, X -+ XV, — W form a vector space. We denote it by

Hom(V,V,, ...,V ;W).

If we fix a basis {e(li), e;i), e eg? }ineachV; and abasis {e;, e,, ..., e, } in W, then any multilinear
map ¢ € Hom(V,,V,,...,V, ;W) is uniquely determined by its values on all combinations of the
basic vectors:
ool e o) = Tl o e w,
v
(ay,a,,

ie. by m-[]d, constants a, %) ¢ K that can be thought of as entries of some matrix of
«(n+1)-dimensional format» mxd,; Xd, X --- Xd,,, if you can imagine such a thing'. Multilinear
map ¢ presented by such a matrix sends an arbitrary collection of vectors (v,,v,,...,v,), in

d4; o
whichv; = ) xf;) eg,) eV;for1<i<nto
a=1 i i

m

(ay,a,,....ay) 1 2
(p(vl,vz’_._,vn) = Z( Z avl 2 'xfxl)'xfzz)‘ .xg:[)).ev cw.

v=1 a0,y
Thus, dimHom(V,,V,, ..., V,; W) =dimW - [[dimV,,.
v

Exercise 3.1. Check that
a) a collection of vectors (v,,v,,...,v,) € V; XV, X -« XV, does not contain zero vectors
iff there exists a multilinear map ¢ (to somewhere) such that ¢(v,,v,,...,v,) #0
b) a composition of any multilinear map ¢ : V, XV, X --- XV, — U with any linear operator
F : U — Wisamultilinearmap Fe @ : V; XV, X =+ XV, = W.

3.1.1 Tensor product of vector spaces. Composing linear maps F : U - W with fixed
multilinear map

TV, XV,X o XV, - U, (3-1)
we get a linear map
FFot
Hom(U, W) ———— Hom(V,,V,, ...,V ; W). (3-2)
Definition 3.1
For given V,,V,,...,V, a multilinear map (3-1) is called universal if the linear map (3-2) is an

isomorphism for all vector spaces W.

usual matrices, which present linear maps V — W, have just 2-dimensional format d X m

51
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In other words, the multilinear map 7 is universal, if for any W and any multilinear map
@V XV, X o XV, > W

there exist a unique linear operator F : U — W such that ¢ = F o 7. Graphically, this means that
two multilinear solid arrows in diagram

U
|
|
|
IF

|

|

Y
w
can be always completed by a unique dotted linear arrow.

Lemma 3.1
For any two universal multilinear maps 7, : V,XV,X - XV, — U andt, : V,;XV,X - XV, — U,
there exists a unique linear isomorphism ¢ : U; — U, such that 7, =, .

Proof. Since both U, U, are universal, there exist a unique pair of linear operators F,, : U; - U,
and F,, : U, — U, fitted in commutative diagrams

Idy,

Ul
A

|
|
Fi, V1XV2X o an | Fpq
| |
U )
2 1d,, 2
U U
\\ T, T, //
Fyy N 7 F
21 * ‘L'Z ‘L'1 2 12
ldy, Uy<—V XV, X e XV, ——U, ldy,
F12 / N 21
7/ T T. AN
» ! 2 8
U1 UZ

We claim that F,,F,, = Id; and F;,F,; = Id; , because the uniqueness of decompositions

Ty =@eT, T, =1, forcesp =1d, , 9 =1d, . 0
Lemma 3.2 o .
Let us fix for each 1 < i < n some basis e(ll), e(zl), ,ef;') e€V,andwriteV, ®V,® - @V, fora

vector space of dimension [] d; whose basis consists of all possible formal tensor products

efxll) ® eilzz) ®R...0% eg:) ., 1<aq;<d;. (3-3)
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Then a multilinear map 7 : V; XV, X -+ XV, >V, ®V, ® -+ @V, that sends each collection

(e(l) @

a;’ Ta,’

- efz:)) EV,y XV, X o XV,
to their formal tensor product (3-3) is universal.

Proof. Given a multilinearmap ¢ : V XV,X --- XV,, - W andlinear F : V,®V,® - QV,, -» W,
the identity ¢ = F o 7 forces F( elel) ® efzzz) R ... Q% eg;)) = (p(elel), eézz), ,efx’?) for any collection
of basic vectors. O

Definition 3.2

The vector space V, @ V, ® - ® V,, is called tensor product of V,,V,,...,V,. The universal
multilinear map 7 : V, XV, X - XV, >V, ®V, ® --- ®V,, is called a tensor multiplication of
vectors. We write v; ® v, ® -+ ® v,, for the image 7(v,,v,, ..., v,) of an arbitrary collection of
vectors. Such the tensor products are called decomposable tensors.

3.1.2 Segre varieties. Since the tensor multiplication 7 is just multilinear but not linear, its
image, which consists of decomposable tensors, is not a vector subspaceinV, @V, ® - @ V,,. It
forms some non-linear subvariety of V, ® V, ® --- @V, thatspanV, ® V, ® -+ ®V,, as a vector
space. The projectivisation of the variety of decomposable tensors is called the Segre variety. The
tensor multiplication t induces the Segre embedding:

st PV)XPV)X - XPV,) >P(V,QV,Q - QV,) (3-4)

that sends a collection of 1-dimensional subspaces k - v; C V; spanned by non zero v; € V; to 1-
dimensional subspace k- v, v, ® - Qv, CV, @V, ® - V.
Exercise 3.2. Check that Segre's mapping (3-4) is a well defined’ inclusion.

Since the linear span of decomposable tensors is the whole space V, ® V, ® -+ ® V,,, the Segre
variety is not contained in a hyperplane. However its dimension, which equals ) m;, where
m; = d;—1,is much smaller thendimP (V, ® V, ® -+ ® V,,) = [[(1+m;)—1. Thus, a «generic»
tensor? is not decomposable, certainly. By the construction, the Segre variety is ruled by n fam-
ilies of projective subspaces of dimensions m;,m,, ..., m,,. The simplest example of the Segre
variety is provided by the Segre quadric from n° 2.4.1 on p. 39.

Example 3.1 (isomorphism U* ® V ~ Hom(U, V) and decomposable linear maps)

For any two vector spaces U, W there is a bilinear map U* X W — Hom(U, V) sending a pair
(&,w) € U* X W to linear mapping U — W that takes u — (&, u) - w. By the universality of the
tensor multiplication, there exists a unique linear mapping

U*®V — Hom(U,V) (3-5)

taking ¢ @ w to the linear operator u — (¢, u)-w. This operator has rank 1, its image is spanned
by w € W, its kernel is a hyperplane Ann (¢) C U.

Exercise 3.3. Check that each linear mapping F : U — W of rank 1 equals ¢ @ w for appropriate
choice of ¢ € U, w € Wuniquely predicted by F up to proportionality.

j.e. tensor v; ® v, ® -+ ® v, is non zero and it is changed by proportional one when each v; is
changed by some proportional vector
’in any reasonable sense
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Exercise 3.4. For U and V of finite dimensions prove that linear mapping (3-5) is an isomor-
phism.
Geometrically, rank 1 operators form the Segre variety S C P,,,,_; = P(Hom(U, W)). Its linear
span is the whole of P(Hom(U, W)) and it is ruled by two families of projective spaces ¢ ® P(W)
and P(U*) @ w.
Using matrix entries (a;;) as homogeneous coordinates in P(Hom(V, W)), we can describe the
Segre variety by a system of quadratic equations

a.. a:

ij ik _ _ _

det <a a > = q;jQp — Ay =0
tj Gk

saying that tk 4 = 1. The Segre embedding

PUYXPV)=P,_; xP, ; < P, =PHomU,W)),

m

takes a pair of points x = (x; : x, : =+ :x,), ¥y = : Y, : - Yy, torank 1 matrix % - x
whose a;; = x;y;. For dimU = dimW = 2 we get exactly the Segre quadric in P; considered in
n’2.4.1 on p. 39.

3.2 Tensor algebra and contractions. Tensor product

V=RV - QV
—_—

n

is called n th tensor power of V. We also put
V8o ¥k and V®'EV,

All the tensor powers are combined in the infinite dimensional associative non commutative
graded algebra
TVE @ Vo
n>0
whose multiplication is the tensor multiplication. Algebra TV is called the tensor algebra of
V. A choice of basis e, e,, ..., e, € V identifies TV with an algebra of polynomials in n non-
commuting variables e,,. Namely, lemma 3.2 implies that the tensor monomials

e, ®e, ® - ®e, (3-6)

form a basis of TV over k and are multiplied by writing after one other consequently and putting
® between. This multiplication is extended onto linear combinations of monomials by the usual
distributivity rules.

Algebra TV is also called the free associative k-algebra spanned by V. This name outlines the
following universal property of linear inclusion

LIV TV (3-7)

putting V into TV as the component V®'. For any associative k-algebra A and any k-linear
mapping of vector spaces f : V — A there exists a unique homomorphism of associative algebras



3.2. Tensor algebra and contractions 55

a : TV — Asuchthat f = aot. In other words, algebra homomorphisms TV — A stay in bijection
with linear mappings V — A for all algebras A.

Exercise 3.5. Follow the proof of lemma 3.1 to show that the free associative algebra and the
inclusion (3-7) are defined by the universal property uniquely up to unique isomorphism of
associative algebras commuting with the inclusions (3-7). Also check that the tensor algebra
(3-7) does satisfy the universal property.

3.2.1 Dualities and total contraction. There is a canonical pairing between
(V*)®n and V®"

provided by complete contraction that takes ¢ = ¢, ®¢,® - @&, andv=v, Qv,® - Qv, to

ooy ef(& vy (3-8)
i=1

Since R.H.S. is multilinear in v;'s, each collection of ¢;'s produces well defined linear mapping
V®" _ k whose dependence on ¢;'s is multilinear. This gives linear map V*®" — (V®”)*. IfVis
of finite dimension, then there are dual bases e, e,, ..., e, €V, x,x,,...,x, € V* and the basic
tensor monomials e; @ e; ® -+ @ e; andx; @x; ® -+ @ x;_clearly form the dual bases for
pairing (3-8). Thus, for finite dimensional VV we have canonical isomorphism

(Vem)" = (v*)®". (3-9)

The universal property of V®" produces another tautological duality: space (V®”)* of all linear

maps V®" — Kk is canonically isomorphic to the space of n-linear forms V x V x - XV — k:
—_—

n
(V®")" ~ Hom(V, ... ,V; k). (3-10)
Combining (3-9) and (3-10) together, we get canonical isomorphism
(v*)®" ~ Hom(V, ... ,V; k), (3-11)

that sends decomposable tensor §; ® £, ® - ® &, to n-linear form VXV x --- XV — k taking
n
V1, Vgs ey V) & Hfi(vi).
i=1

3.2.2 Partial contractions.Let {1,2, ..., p} 1o {1,2, ..., m} J {1,2, ..., q} be
two arbitrary’ inclusions. As usually, we write i, j, instead of I(v), J(v). We treat the images
I=(iy, 0 . sip) ] = Uy J2s --- 5 Jm) of both inclusions as numbered collections of indexes stay-
ing in bijection with each other. Linear mapping

C; . V*®p ® V®q_)V*®(p—m) ® V®(q—m)

'not necessary monotonous
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that contracts i, th factor of V*®P with j, th factor of V® forv=1,2, .., mand keeps all the
other factors in the same order

HOL® - 850V OVL,® @~ [1§,0,) (8 @ (8 v) (3-12)
v=1 i

is called a partial contraction in indexes I, J. Note that different choices of I, ] and even different
numberings of indexes inside fixed subsets I, ] lead to different contraction maps.

Example 3.2 (cBepTka BekTOpa € NonuanHenHomn ¢opmoii)

Let us treat n-linear form ¢(v,,v,,...,v,) as a tensor from pren

via isomorphism (3-11) and
contract it with a vector v €V in the first tensor factor. We get a tensor from V*®(n_1), which
produces an (n — 1)-linear form on V X V X -+ X V backwards via (3-11). This form is called
internal product of v and ¢ and is denoted by i,¢ or by v _¢.

Exercise 3.6. Check that internal multiplication by v is nothing else as fixation of v as the first
argument in @, thatis, i,ow;,w,,....,w,_;) =W, W;,W,, ...,W,_;).

3.2.3 Linear support of a tensor. For any subspaces U, W C V we have a coincidence
UNW)B® = U A W inside V&
which is evident in the standard monomial basis of V®" constructed from a basis

€1y ey € Upy oo, U

s €p, Wi oo s W, Vg, oo , UG EV

q’

where e; form a basis in U N W, u; and w;, complete it to some bases in U, W, and v,,, complete
all this stuff to a basis for V.

Thus, for any tensor t € V®" there is a minimal subspace Supp(t) C V whose nth tensor
power contains t. It is called a linear support of t and coincides with the intersection of all
W C V such that t € W®". We put rk t ¥ dim Supp ¢ an call it a rank of t. We say that tensor ¢
is degenerated if tkt < dim V. In this case there exist a linear change of coordinates that reduces
the number of variables in t . For example, if dim Supp(t) = 1, then t = ¢ - v®" for some ¢ € k
andveV.

We are going to describe Supp(t) more constructively as a linear span of some finite set of
vectors effectively computed from t. For each injective (not necessary monotonous) map

Ji{L2, ..., =1} {1, 2, ...,n) (3-13)

write | = {j1,jp ---sip_1} C {1,2, ..., n} for its image, putj ={1,2, ..., n}\]J, and consider
contraction map

A R R R (12, (3-14)
t U1sJzs-sdn-1)

that couples v th tensor factor of V*®™™V) with j th tensor factor of ¢ forall 1 < v < (n — 1).

The result of this contraction is a linear combination of j th tensor factors of t. Clearly, it lies in
Supp(t).

Theorem 3.1
Linear support Supp(t) of any t € V®™ is spanned by the images of contractions (3-14) for all
possible choices of numbered indexes (3-13) being contracted.
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Proof. Let Supp(t) = W. We have to check that each linear form ¢ € V* annihilating all im (cf >

has to annihilate W as well. Assume the contrary: let a linear form ¢ € V* annihilate all

c{ (V*®(n_1)) but have non-zero restriction on W. Chose a basis ¢;,¢,,...,¢,; € V* such that

&, = & and the restrictions of ¢,,¢,, ..., &, onto W form a basis in W*. Expand t through the
tensor monomials in the dual basis w,,w,,...,w, € W. Then f(c{ (fvl ® Evz ® - ® fvn_1)>
equals the complete contraction of t with the basic monomial ¢, ® ), ®8, 0 Q& . where
the coupling of tensor factors is prescribed by j. The result of this contraction coincides with
the coefficient at the dual basic monomial in our expansion of t. In this way we can reach a
coeflicient at any monomial of ¢ that contains w,. Thus, all these coefficient vanish and w, does
not appear in ¢, i.e. w; & Supp(t). Contradiction. g

3.3 Symmetric and Grassmannian algebras. A multilinear map

Q:VXVX XV >U (3-15)
—_—
n

is called symmetric if it does not change its value under any permutation of the arguments. We
call ¢ skew symmetric if it vanishes each time when some two of its arguments coincide.

Exercise 3.7. Show that under a permutation of arguments the value of skew symmetric mul-
tilinear map is multiplied by the sign of the permutation and this property is equivalent to
skew symmetry when char k # 2, .

Symmetric and skew-symmetric multilinear maps (3-15) form vector subspaces in Hom(V, ..., V; U).
We denote them as

Sym™(V,U) c Hom(V,...,V;U) and Skew™V,U)C Hom(V,...,V;U).

Linear mapping (??), which composes linear operators F : U — W with a given multilinear map
@ VXV X - XV - U,respects (skew) symmetry of ¢ and provides us with a linear mapping
n
from Hom(U, W) to either Sym™(V, W) or Skew ™(V, W)) as soon ¢ is either symmetric or skew-
symmetric. We call ¢ universal (skew) symmetric multilinear map, if the corresponding linear
mapping F — F o ¢ is an isomorphism for all W.
The universal symmetric multilinear map is denoted by

0:VXVX - XV =S (3-16)
| S —
n

and called commutative multiplication of vectors. Its target space S™V is called nth symmetric
power of V. Commutative product o(v,, v,, ..., v,) is usually denoted by v, - v, - -+ - v, or
ViVy ... Uy

The universal skew-symmetric multilinear map is denoted by

a: VXVX o XV > A" (3-17)
—_—

n
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and called exterior' product of vectors. Its target space A"V is called nth exterior power of V.
Skew product a(v,,v,, ..., v,) is usually denoted by v; Av, A =+ Av,.
Exercise 3.8. Show that universal multilinear maps (3-16) and (3-17), if exist, are unique up to
unique isomorphism of their target spaces commuting with the universal maps.

The existence of the universal (skew) symmetric multilinear maps follows from the existence
of the tensor product. Their target spaces are factors of tensor power V®" by (skew) symmetry
relations. To get them for all n at once, it is better to factorize the whole of free associative algebra
T(V) by appropriate double sided ideal, which takes it to a free (skew) commutative algebra.

3.3.1 Symmetric algebra. Write .7, C TV for a double sided ideal generated by a vector
subspace of V ® V spanned by all the differences

UQW-wQu, uwel. (3-18)

By the definition, a homogeneous component of degree n in %, that is an intersection .7, N
V®" is a linear span of all differences

(---®v®w®---)—(---®W®v®---), (3-19)

where the both terms are decomposable of degree n and differ only in order of v, w. Then the
whole ideal

Foym = nego (szm nver).
Factor algebra SV & TV/ Foym is called a symmetric algebra of V. Its multiplication is induced by
the tensor multiplication in TV. It is called commutative multiplication and denoted by dot or by
nothing. The symmetric algebra is graded

SV =@Ds"v, where S"V & V®/(F  nV®").
n=0
A choice of basis e, e,,...,e; C V identifies SV with polynomial algebra kle,,e,,...,e;] in
variables e;. Under this identification the symmetric powers turn to subspaces of homogeneous
polynomials S™V C k[e,, e,, ..., e,] in agreement with n° 1.3.1 on p. 9.

Exercise 3.9. Find dim S™V.

Proposition 3.1

Commutative multiplication (i.e. tensor multiplication followed by factorization through % )
0 VXVX - xV =2sp® Iy gny) (3-20)
———
n

is the universal multilinear map (3-16).

Proof. Any multilinear map ¢ : VXV X --- XV — W is uniquely decomposed as ¢ = F 7, where
F : V®" = W is linear. F is factorizable through 7 iff F(--- Qv@W® ) =F(-- QWRV® ).
But this equivalent to ¢(... ,v,w, ...) = @(... ,w,v, ...). O

‘as well as grassmannian, or skew-commutative, or super-commutative
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Exercise 3.10. Verify that SV is a free commutative algebra spanned by V. Namely, for any
linear mapping f : V — A to commutative k-algebra A prove that there exists a unique
homomorphism of algebras f : SV — A such that f = @ o, where t : V < SV embeds V
into SV as the first degree polynomials. Show that ¢ : V & SV is defined by this universal
property uniquely up to unique isomorphism commuting with ¢.

3.3.2 Exterior algebra' of V is defined as AV ¥ TV /.9, , where ., C TV is a double
sided ideal generated by all tensor squares
vRQUVEVRV. (3-21)

Exercise 3.11. Check that .7
S,

skew

Like in the symmetric case, the ideal 7., is a direct sum of its homogeneous components

kew N V®? contains all sums v @ w + w @ v, v,w € V and that
N V®? is spanned by these sums, if char k # 2.

'jzskew = 62 ('jzskew N V®n) ’
0

=3

where the n th degree component .7, N V®" is spanned by decomposable tensors of the form
(- Vv --), v €V. By exrs. 3.11 it contains all sums

(- R@UVAWR® ) + (- QWRVR ) (3-22)
as well and is spanned by these sums, if char k # 2. Thus, the exterior algebra is graded:

AV = @A"V, where A"V =V®"/(7,

nz0

nVeny.

kew

Exercise 3.12. Verify that tensor multiplication followed by factorization through 7.,

a: VXV X - xV=2sy® T g) (3-23)
N— ———

n

is a universal multilinear map (3-17).

Multiplication in AV is called exterior’ and is denoted by v; A v, A -+ A v,,. By exrs. 3.11, un-
der a permutation of factors Grassmannian product of vectors is multiplied by the sign of the
permutation:

VgE©, v AV A = AV =5g0(g) Vg AVy A = AV

9 g Ik *
3.3.3 Grassmannian polynomials. A choice of basis e, e,, ..., e; € V identifies AV with

grassmannian polynomial algebra k {e ,e,, ..., e;» in variables e; which skew commute:

These relations force grassmannian monomials to be at most linear in each variable. Thus, any

homogeneous grassmannian monomial of degree n is equal up to a sign to some

ep=e ANeg A Aeg (3-24)

Iy’

where I = (iy,1,,...,i,)and 1 <i; <i, < - <i, <d.

talso called grassmannian algebra or a free super-commutative algebra
*as well as grassmannian or skew or super-commutative
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Lemma 3.3
Grassmannian monomials (3-24) form a basis of A"V as I runs through all collections of n strictly
increasing indexes (i, i,, ..., i,) C (1,2, ... ,d). In particular, A"V = 0 for n > dimV, dim A"V =

(:), and dimk<e;,e,,....,e > = 2% where d = dim V.

Proof. Write U for a vector space of dimension (i) whose basis consist of formal symbols &,
where I runs through all collections of n strictly increasing indexes (i;, i,, ..., i,) C (1,2, ... ,d).
Define a multilinear map a : VXV X -+ XV — U by sending (e; . e; ,....e; ) = sgn(0)-&;, where
I'=Ggsay Jo@y - » Jom)) 18 strictly increasing permutation of indexes (jy, j, --- ,j,,) . If some of
Jj,'s coincide, we put a(e ji2 €y jn) € 0. Then for any skew-symmetric multilinear map
@ : VXV X -+ XV — W there exists a unique linear operator F : U - W such that ¢ = Foa: its
action on the basis of U is predicted by the rule F(a(ejl, €. ,e]-n)) = <p(ej1, €y ,e]-n). Thus,
a is the universal skew-symmetric multilinear map and there exists an isomorphism U = A™V
that takes §; — e; Aeg A - Ae =ep. ]

Exercise 3.13. Check that f(e) A g(e) = (—1)%e)4€@) g5(e) A f(e) for any homogeneous

f(e). g(e) € k<ey,e,, ..., e,> and describe the centre’ Z (k<ey, e,, ..., eq)).

In the examples below we write #I for the length n of a collection I = (i, i,, ..., i,) of stictly

increasing indexes. We also write |I| for the sum )’ i, and call it a weight of I.
v

I1€4{1,2, ...,n}~ 1
always means the complementary collection of strictly increasing indexes.

Exercise 3.14. Check that

_ (_1)|1|+§#1(1+#1)

e, Ae; cegAe, A Aey. (3-25)

Example 3.3 (linear substitution of variables)
Under a linear substitution of variables e; = 3 a;; §; the basic grassmannian monomials e, are
J

expressed through ¢, as

e =€ Ney N Ne = (Zaim fn) A (Z @i, j, sz) A A (Z @i, ffn> =

J1 Ja Jn

= Z 2 sgn(o) ai1ja(1)aizfa(z) ainjzr(n) f1'1 A sz A A Ejn = ; a; f/ >

1<), <j, < <j,<n c€S,,

where ] runs through all collections of #/ = n increasing indexes and a;; stays for n X n-minor
of matrix (ai]-) situated in rows iy, i, ..., i, and columns j, j,, ..., j,..

Example 3.4 (Laplace expansions)
Let us substitute e; = 3’ a;; {; in the both sides of identity (3-25). By example 3.3, L.H.S. of (3-25)
j

turns to (Z 1 EK) A ( Z aiL fL) = (-1 Z DMagap & A6 A NGy

#K=H#I #L=(d—#I) #K=H#I

'i. e. all grassmannian polynomials that commute with all grassmannian polynomials
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and R.H.S. of (3-25) turns to (—1)%#1(1““)(—1)“| det(a;;) -4 Ay A - Ay . Thus, for any fixed
collection I = (iy, i, ..., i) of rows in any square matrix A = (a;;) the following relation holds

D ), b = det(ay)) | (3-26)
K:

#K=H#I

where we write a,, £ a;; for the (d —n) X (d —n)-minor complementary’ to a,; and summation
runs through all (n X n)-minors a; situated in the fixed collection of rows (iy, i, ..., i,,).

If we repeat the computation replacing I by another collection J, which is complementary to
some ] # I, then we get e; A e; = 0 in RH.S. of (3-25). This leads to the relation

> g b, =0. (3-27)
K:
#K=H#I
Identities (3-26) and (3-27) are known as Laplace relations. If we number the collections of n
increasing indexes in some way and form square matrix A™ € (a ]) of size (d) X (d), then all
n n
the Laplace relations can be written as one matrix identity
where A™ has (I])-entry (—1)|1|+”|&],.

Example 3.5 (reduction of grassmannian quadratic forms)

Of course, a grassmannian quadratic form can not be «diagonalized». However, over any field k
each homogeneous grassmannian polynomial w € A?V can be written in appropriate coordinates
in much more convenient form

w=$1A52+f3A€4+ B +52r—1/\52r3 (3'28)

similar to hyperbolic form in symmetric case. Form (3-28) is called canonical form of w and
coordinates ¢; are called canonical or symplectic coordinates for w.

To pass from an arbitrary basis e; to canonical one let us firstly renumber basic vectors in
order to have

w(e) =e; A(aye, + - +aye,) +e, A(Bse; + -+ + Bre,) + (terms without ey, e,) ,
where a, # 0. Then pass to a new basis {e;,¢,,es, ... ,e,} that has
& =aze, + - tage,.
Substituting e, = (&, — Bze; — = — Bney)/a, in w, we get
w=e; AN +E& Ayzes+ - +Vpe,) + (unensr6es e, ué,) =
= (e; —yze3 — =+ —V¥nen) A&, + (terms without e, &,) .

Then pass to a basis {£,,¢,,e5, ... ,e,}, Wwhere §; =e; —yze;— - —y,e,. Wegetw =& A&, +
(terms without £,, §,) and continue by induction.

Exercise 3.15. Let A = (g j) be a skew symmetric matrix. Show that number r in canonical
representation of grassmannian quadratic form and w(e) = } a;; e; A e; does not depend
ij

on a choice of symplectic basis and equals®.

'that is situated in the complementary rows and columns
*this implies, in particular, that rk A is always even rk 4
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In the rest of §3 we always assume that char(k)=0.

3.4 Symmetric and skew-symmetric tensors. The symmetric group &, acts on yen by per-
muting the tensors factor of decomposable tensors:

gL @V, ® = Q) = V1) ®Vyp) ® - QVy,y forges,. (3-29)
Since R.H.S. is multilinear in v,, v,, ..., v, this map is uniquely extended to a linear mapping
g:ve vy,

Definition 3.3
A tensor t € V®" is called symmetric, if g(t) = t for all g € ©,,. A tensor t € V®" is called skew-
symmetric, if g(t) = sgn(g) - t for all g € ©,,. We write

Sym"V ={teV®|g(t)=t VgeS, }
Skew™ = {t € V®" | g(t) =sgn(g) -t VgES, }

for the subspaces of V®" formed by (skew) symmetric tensors.

3.4.1 Standard bases. Pick up some basis e, e,,...,e; € V. As soon symmetric tensor
t contains some basic monomial m with non zero coefficient, then t contains with the same
coefficients the whole S, -orbit of m. Hence, a basis of Sym"V is formed by complete symmetric
tensors

et sum of all tensor products of
[m,m,,...myg] — (3_30)
ria m, factors e, m, factors e,, ..., m, factors e,
indexed by all collection of non-negative integers (m,, m,, ..., m,) such that )’ m, = n.
v
Exercise 3.16. Make it sure that the sum in R.H.S. of (3-30) consists of m'mn—"m' terms.
Tmy ! my!
Similarly, a basis of Skew "V form complete skew-symmetric tensors
Eiyaizsrsin) = Z sgn(g) - €iga) ® €iya) ® - ® Cigm (3-31)

gese,

(sum of n! items).

3.4.2 Symmetrization and alternation. If char k = 0, there are simple explicit formulas
for @, -equivariant projectors of V®" onto Sym™V and Skew V. These projectors are called
symmetrization and alternation and act as

sym,, (t) = % z g : Ve = Sym™(V) (3-32)
1 9es,
alt, (t) = l' Z sgn(g) - g(t) :  V®" = Skew (V) (3-33)
n &

Exercise 3.17. For any t € V®", s € Sym™(V), and a € Skew (V) verify for each n > 2 the
relations: a) sym,,(t) € Sym™(V) b) alt, (t) € Skew™(V) c¢)sym,(s)=s d)alt,(a)=a
e) sym,(a) = alt,(s) = 0.
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Example 3.6
For n = 2 symmetrization and alternation provide splitting

V®2 = Sym 2(V) @ Skew (V). (3-34)
Indeed, since each decomposable tensor can be written as

_u®w+w®u+u®w—w®u
a 2 2

uRw =sym,(u @ w) + alt,(u @ w),

images of sym, and alt, span V®2. They have zero intersection, because
sym, o alt, = alt, esym, = 0.

If we treat elements of V®? as bilinear forms on V*, splitting (3-34) provides canonical decompo-
sition of an arbitrary bilinear form into a sum of symmetric and skew-symmetric parts:

o, y)+ ey, x) + px,y) — ey, x)

X,y) =
o(x,y) 5 5

Example 3.7
A dimension counting shows that for n = 3 a generic tensor t € V®* does not lie in Sym (V) @
Skew (V). To describe the direct complement to this sum in VO3 write T : V& - v®3 for
operator provided by the cyclic permutation 1 + 2 + 3 = 1and E = T* — for the identity. Then
an operator

peE—symy—alt;=(2E-T-T%)/3 (3-35)

is a projection, because p® = (4E + T +T —4T —4T*+2E) /9= (2E-T -T?)/3=p.
Exercise 3.18. Check that p e alt; = alt; o p = p o sym; = symy o p = 0 and deduce that
V® = Sym3(V) @ Skew 3(V) @ im (p).
Image of p admits an elegant description in terms of 3-linear forms on V*.

Exercise 3.19. Verify that im (p) consist of all 3-linear forms ¢ : V* X V* x V* — k that satisfy
the Jacobi identity ¥V é,n,{ € V* 9(&,1,0) + o, {,€) + ¢({,&,n) = 0 and give an explicit
example of such a form on 2-dimensional V*.

Proposition 3.2
If char(k) = 0, then the restriction of projection V®" — ™V onto subspace Sym” c V®" as well
as the restriction of projection V®" — A™V onto subspace Skew " C V®" both are isomorphisms.

They take

(my+my+ - +my)l

mg n
e = e,’...e,*eS"W 3-36
[mym,,...my) my!om,! - my! 1 "2 d ( )
€<i1’i2’__.’id> g Tl! ‘eil A eiz A A eid S AnV (3'37)
Proof. Each of n!/(m;!m,!---m,!) terms of the sum (3-30) is projected to eTle;nz e;nd and

each of n! items of the sum (3-31) is projected toe; Ae; A - Ae; . g
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3.4.3 Important warning. Though isomorphisms of prop. 3.2 the subspaces
Sym™V, Skew "V c V&

should be never confused with the factor spaces S™V , A™V of V®". When char(k) = p is positive,
all symmetric tensors whose degree is a power of p as well as all skew symmetric tensors whose
degree is greater than p go to zero under projections V®* - S™V and V®" - A"V. Even if
char k = 0 the isomorphisms of prop. 3.2 identify the standard bases of sub- and factor-spaces
only up to combinatorial factor that should be taken into account each time you want to transfer
some structure from the subspace to the factor space or backwards.

3.5 Polarisation of commutative polynomials. It follows from prop. 3.2 that for each poly-
nomial f € S"V* there exists a unique symmetric tensor f € Sym™V* whose class in the factor
space S"V* equals f. Considered as n-linear form f : VXV x ... x V — k, this tensor is called
a complete polarisation of polynomial f. It allows to treat f as a polynomial function f : V — k
that takes

fw)=fw,v,....,v) VYvev. (3-38)
This is exactly the same function that was attached to a polynomial in n° 1.3.1 on p. 9.
Indeed, if we choose a basis x;,x,,...,x; € V* and identify SV* with polynomial algebra
klx,,x,, ..., x4], then the complete polarisation of basic monomial x;nlx;nz . x;nd € S"V* equals
. my!lmy!-emy!

f= m * Ximy,my,....mg4] - (3-39)
where X, 1 m, IS complete symmetric tensor from formula (3-30), p. 62. For any v € V the

full contraction ( Xm . .. m,1- v®" > isasumof n!/(m,!-m,! --- m;!) mutually equal items
<x1,v>m1<x2,v>m2-<xd,v>md. (3-40)
Hence, the value of a function x;nlxgnz - led onv € V is equal to the number (3-40). This agrees

with formula (1-5), p. 9. Note that we have just proven that evaluation rule (1-5) does not depend
on a choice of basis.

Example 3.8 (duality)

Restricting the complete contraction between V®™ and onto subspaces of symmetric ten-
sors and using isomorphism from prop. 3.2, one can define canonical non-degenerated pairing
between S™V and S"V*. By the definition, the result of coupling of f € S"V and g € S"V* equals
the complete contraction of f € V®™ and § € V*®™.

V*®m

Exercise 3.20. Check that the basic monomials of the same name built from dual bases of V
and V* are coupled as

1!.m2!. vee .md!

m
<e;nie;n2 e:ind , x’lnlac;nZ led ) = (3-41)

n!

and all the other couplings vanish.
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3.5.1 Polars and derivatives. A partial contraction with a given vector v € V in the first
tensor factor provides us with a linear mapping

C117 . V*®n—>V*®(n_1)
which fixes v € V as the first argument of multilinear forms ¢ € V*®". If we apply this mapping
to the complete polarization f of a polynomial f € S™(V*) and project the result to V*®"™V, we
get a linear mapping S™V* — S" 'V* fitted as the bottom horizontal arrow into diagram

1

V*®" 5 Sym"V* & Sym™v* ¢ p*®n-1

i |

1
SnV* ply Sn—lv*.

It sends homogeneous polynomial f(x) = f(x, x, ... x) € S*(V*) to polynomial
pl,f(x) = f(v,x,... x) € S (V") (3-42)

called a polar of v w.r.t. f. The polar depends linearly in f € S*(V*) and in v € V and its degree
is one smaller than degree of f.

For n = 2 this construction turns to polar map from n°2.2.3 on p. 30 and takes quadratic
form q € S*V* and vector v € V to equation of the polar hyperplane of v w.r.t. the quadric
V(g) C P(V).

Choosing dual bases e;, e, ...,e; €V, x;,%,,...,x; € V* we see that contraction with e; €
V in the first tensor factor takes complete symmetric tensor X, ,, ., j to complete symmetric
tensor X,  in. . mi-1m,,,....m,» Which has (m; — 1) factors x;, or to zero, if m; = 0. Thus, by

formula (3-36) from prop. 3.2,

m, m, my m; my m;_, m;—=1_m;., my 1 d m, m, my
e X = _xl e X ) ) “es = —_— e X
n i-1 7 i+1 da n axi 1 2 d

Since pl,f is linear in v and f, we conclude that the polar of vector v = )’ a;e; w.r.t. polynomial
f is a partial derivative of f along v divided by deg f:

1 1 af
Lf = 9,f = 9
Phf = Geep T T T 25,

l

Note that coordinate-free definition of the polar mapping implies that the partial derivation
9= a2 snyr o gty
v 4 axl

does not depend on a choice of dual bases in V and V*. It is also evident from the definition that
the partial derivations commute: 9,,d,, = 8,0, . Finally, there is the following straightforward
but remarkable identity: Vu,w € V,V f € S"V*, and each m in the range 0 < m < n

a‘m.f an—mf

| —n! f = (1 — !
m! 6um(w) n! f(y,u,...,zf,lfv,w,...,vg) (n —m)! e

w). (3-43)

2 'g 2'g
m n
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Exercise 3.21. Prove the Leibnitz rule: d,(f - g) = 0,(f) - g+ f - 0,,(9).

Since the multilinear form f is symmetric, the arguments in the middle term of (3-43) may be
written in any order. To simplify the notations, let us write f(u™, w™ ™) for the value of f at the
collection of m vectors u and (n — m) vectors w staying in any order.

The standard arguments proving the Newton formula for expansion of binomial (u+w)" lead
to the following explicit identity valid for any polynomial f € S"V*f and any vectors u,w € V:

f((u+w)") =fu+w, u+w, ..., u+w)= 2 (;)f (um,wn_m) .
m=0

Using (3-43), it can be rewritten as the Taylor expansion:

d
eg f 1

fa+w)= ) — o). (3-44)

m=0 !

Note that R.H.S. is symmetric in u, w because of (3-43).
Exercise 3.22. Make it sure that the value of complete polarisation of polynomial f € S"V* at

. . = 1
given collection of vectors v, v,,...,v, €V equals f(v,,v,,...,v,) = Ea,,l 0y, -0y f.

3.5.2 Linear support of polynomial f € S"V* is defined as an intersection of all sub-
spaces W C V* such that f € S"W. We write Supp(f) for the linear support of f. Definitely,
it coincides with the linear support of complete polarization f € Sym™V*. By theorem 3.1, the
latter coincides with the image of the contraction map V&™) — V* that completely contracts
each t € V®™ Y with some fixed (n— 1) tensor factors of f. Since f is symmetric, the contraction
map does not depend neither on a choice of contracted factors nor on their ordering. Clearly,
the image of contraction consists of all linear forms that can be obtained as (n — 1)-fold partial
derivatives of f. Thus, Supp(f) is spanned by

g™ 9™ M
o 9 g fGx), where Y m,=n-1. (3-45)
Xl xz xd

. . m m;_ m;+1 m; m . . -
Since only the monomial x;* ... x, 'x,; " x, 5" ... x; ¢ of f brings a contribution to the coeffi-

cient at x; in the linear form (3-45), we conclude that for

n! vV V. vV
f - Z | | ... | av1v2 - Va xllxzz xdd ? (3'46)
ka“+Vd=n'V1.V2. Va-
the linear form (3-45) is equal to
d
nt 2 A, ..omy_y (mp+Dymy,, ..mg X - (3-47)
i=1

n+d-2

) ) such the linear forms’ produced by a given f € S"V*.

There are totally (

‘the number of non-negative integer solutions (m,, m,, ... ,my) of equationm, +m, + .- +my; =n-1
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Proposition 3.3

Over algebraically closed field k of zero characteristic a homogeneous polynomial (3-46) is a
perfect nth power of a liner form iff d x (n+f_2)—matrix built from the coefficients of linear
forms (3-47) has rank 1. In this case a linear form ¢, which satisfies ¢™ = f, is proportional to

the forms (3-47).

Proof. If f = ¢", then Supp(f) = k- ¢ has dimension 1 and all forms (3-47) are proportional to ¢.
Vice versa, if all forms (3-47) are mutually proportional, then Supp(f) = k - i for some non-zero
Y € V*. Then S™ (k-9) = k- 9™ and f = Y™ for some 1 € k. If k is algebraically closed, then

f=¢"foro="1-v. O
3.5.3 Veronese varieties V(n, k). Geometrically, perfect nth powers ¢™ of linear forms

@ € V* considered up to proportionality form the Veronese variety V(n,k) C P(S"V*), which
coincides with the image of degree n Veronese's embedding

" n+k

P, = P(V)—2% ~p™V*) =P, ., where N = ( . ) —1,dimV=k+1. (3-48)

It follows from prop. 3.3 that V(n,k) C P, is an algebraic projective variety given by a system

of quadratic equations that state vanishing of all 2 X 2-minors in d X (n;fzz) matrix built of the

coefficients of the linear forms (3-47). E.g. for k = 1 a homogeneous polynomial in 2 variables

n
n _
f(xg,%1) = Z ag (k) “xgxy
k=0

coincides with some proper n th power (ayx, + a,x;)" iff

an—lf

n—-i—1 i
6x0 0x;

a, a; ... Q,_
rk<° 1 "1>=1, because of =aiXg + Q11X

a, a, ... a,

what agrees with example 1.9 on p. 17 and is equivalent to a system of quadratic equations

a; a;
det( t J ) =0
Aiy1 Ajyq

in the coeflicients a; of the polynomial f. If f satisfies these equations, then the coefficients of a
linear form, which equals n th root of f, satisfy (a, : a;) = (a; : a;,,).

3.5.4 Polars and tangents. Let S = V(F) Cc P(V) be degree n hypersurface given by
equation F(x) = 0, F € S"V*. An intersection S N ¢ with a line £ = (pq) consists of all pints
Ap + pq € ¢ that satisfy an equation F(Ap + uq) = 0. Its LH.S. is ether identically zero (what
means that £ C S) or a homogeneous polynomial of degree nin (4 : u). If kis algebraically closed
and ¢ ¢ S, then £ N S consists of n points counted with multiplicities, where the multiplicity of
an intersection point a; = a;p + a; q € €N S is defined as an exponent s; of factor

A opu
det (0{; a£'> = (al{'l — agu)
in the irreducible factorization f(4, u) = [](a!u — @;2)° in k[4, u]. The multiplicity of a; € SN ¢
is also called local intersection index of S and £ at a; and denoted by (S,¢),,. A line £ is called
tangenttoSatae £NnSif (S,¢), > 2orf CS.
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The Taylor expansion (3-44) shows that the coefficient at A" ™u™ in F(Ap + uq) equals

NNz, 1 ™F 1 v ™MF
(m)f(p" mqm) = —

m! dqt Pr= (n—m)! apn—™

(@) (3-49)
If p € S, then the Taylor expansion at p starts with
_ d\ = n—-1 2 d\ = n-2 2
Fip+tg)=t{ JFe™ @+ t"(, JF@™"q7)+ -

Thus, line (pq) touches S atp € Siff F(p™ 1, q) =0.
A point p € S is called smooth, if F(p"™*, x)Z0 as a linear form in x. In this case all points q
such that line (pq) touches S at a given point p € § fill a hyperplane

T,S={xePV)| Fp" " x)=0} CP(V).

This hyperplane is called a tangent space of S at p.
If F(p"~*,x) = 0, the point p € S is called singular and we say that S is singular at p. By
(3-49), the coeflicients of the linear form

F" ', x) = 0,F(p)

are partial derivatives of F computed at p. Thus, p € S is a singular point of S = V(F) iff all
the partial derivatives of F vanish at p. In this case any line passing through p has at lest 2-fold
intersection with S at p and the tangent space TS, treated as the union of all tangent lines to S
at p, coincides with the whole of P(V).

For q ¢ S as well as for smooth g € S an apparent contour of S from viewpoint q is defined as
a closure of a set where the tangent lines drown to S from ¢ do touch S. Since line (qy) touches
Saty e Siff F(y™ !, q) = 0, the apparent contour of S viewed from q is cut out of S by degree
(n — 1) hypersurface

pl,S ¥ {y € P(V)| F(q.y"™") = 0} (3-50)

called (n — 1) th degree polar of S w.r.t. q.

Note, that F(q,y™ ') is a non-zero polynomial in y as soon as ¢ € S or ¢ € S is a smooth
point of S. Indeed, if G(y) = Fo™ ', q)=0asa polynomial in y, then for y = q we get F(q) = 0,
i.e. ¢ € S. On the other side, since all the partial derivatives of the zero polynomial are zero as

well, we conclude that F(¢g" %, y) = G(¢" %, y) = aaq":z
More generally, r th degree polar of a hypersurface S = V(F) c P(V) w.r.t. point g € P(V) is

defined as

G(y) =0, i.e. q is a singular point of S.

Pl E{y e PW)| F(@"".y)=0}.

If ¢ € S is smooth, then the 1st degree polar of S w.r.t. q is the tangent hyperplane T,S. Then,
inductively, r th degree polar of S w.r.t. q is a hypersurface of degree r that passes through g and
has the same polars of degrees < r w.r.t. g as the initial hypersurface S. Thus, a quadratic polar
is a quadric Q 3 q such that T,Q = T,S, a cubic polar is degree 3 hypersurface passing through
q and having the same tangent plane and quadratic polar at g as S has, and so on.
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3.6 Polarization of grassmannian polynomials. Besides the fact that grassmannian poly-
nomial w € AV* can not be interpreted as a function on V, the rest of the previous section is
valid for the grassmannian polynomials as well. Namely, it follows from prop. 3.2 that over a
field of zero characteristic for any homogeneous grassmannian polynomial w € A"V* there ex-
ists a unique skew-symmetric n-linear form @ € Skew "V* c V*®" whose class modulo skew-
symmetry relations coincides with w. Skew-symmetric tensor @ € V*®" is called complete po-
larization of grassmannian polynomial w. By formula (3-37), p. 63, a complete polarization of the
basic grassmannian monomial w = e, Aeg A Ae; equals

~ 1

w = F e<i1,i2,”.’l’n> = altn (611 ® eiz ® e ® eln> . (3'51)
Like in the symmetric case, we can use the complete contraction between Skew "V* c V*®" and
Skew "V c V®" to provide A™V* and A"V with non-degenerated pairing that couples grassman-
nian polynomials w € A"V* and t € A™V to the total contraction (@, 7).

Exercise 3.23. Verify that the basic grassmannian monomials e, = e; Ae; A -+ Ae; and
x; =x; Ax; A - Ax; built from dual bases of V and V* are coupled as
1/n! forl =
(x.¢,)= ] (3-52)
0 otherwise

(where both collections of indexes I, J are increasing).

3.6.1 Grassmannian partial derivatives. As in the symmetric case, a polarization w.r.t.
given vector v € V is a linear mapping

pl, : AMV* — ATV,

that takes w € A™V* to the class in A" 'V* of contraction of @ € V*®" with v € V in the
first tensor factor (now the place of contraction does effect on the sign). Polarization fits into
commutative diagram

1
V*®" 5 Skew "V* v Qkew ™Dy c y*®n-1

| |

ATLV* pl” ATL—IV*
We define grassmannian partial derivative of polynomial w € A™V* along a vector v € V by
prescription

9,0 = degw - plyw .

Since pl,w is bilinear in v and w, partial derivative along v = Y a;e; is a linear combination of
partial derivatives along basic vectors:

d,=) ad,,.

If w does not depend in x 15 then aejw = 0, certainly. Thus, non zero contributions to derivatives
of basic monomial w = x; Ax; A -+ Ax; arecoming only fromd,, , d,, , ..., 0, .Itfollows

e, ey’ €,
from (3-51) that Oe, Xiy Ny Ao AXy = X AXy A ... AX; irrespective of ordering of iy, i, ..., i, (it
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could be not necessary increasing). Thus the grassmannian partial derivative along the leftmost
factor x; actsas usual partial derivative a/axil, that is, just kills this factor. Partial differentiation
along the next factors leads to extra signs:

a X X X = a — ¢ 1x. X X: X: X: =
Eik ilA iz/\ A in eik( ) lk/\ llA .. A lk—l/\ Uggr °°° in
= (— -1 . . . . . o=
( 1) aeikxlk/\xll/\ /\xlk lelk PR xl
— (—1)k1 . . . .
( 1) xll /\ /\xlk_1 /\xlk 1 xl .

Thus, grassmannian differentiation along the k th factor from the left acts as (—1)k_16/6xl-k . This
leads to Grassmannian Leibnitz rule:

Exercise 3.24. Make it clear that 0,,(w A7) = 0,,(w) AT + (=1)%e@y A 0,(7).

Since w(u,w, *, ..., %) = —0(W, u, *, ..., *), grassmannian polarization maps do skew commute:
pl,pl, @ = —pl,pl,w. Hence, grassmannian partial derivatives skew commute as well:

d,0, =-0

u-w w

0

u-

In particular, 92w = 0 for allv € V and w € AV*.

3.6.2 Linear support of grassmannian polynomial w € A"V is defined as an intersec-
tion of all subspaces W C V such that w € A"W. We denote it by Supp(w) . Like in the symmetric
case, Suppw = Supp @ coincides with the image of the contraction map V®™Y — V* which
completely contracts each t € V®™™ V) with some fixed (n — 1) tensor factors of f. Skew sym-
metry of f implies that such a contraction does not depend up to a sign neither on a choice of
contracted factors nor on their ordering. Thus, Supp w € V is spanned by vectors

od,w=20;0

J Ja w,

jz ...a]‘n_l

where 9; = 6xj and J = (j;,Jjy .- » jp_q) Tuns through all collections of (n — 1) distinct indexes’.
Since the contribution to d;w comes only from the basic monomials e; whose I D J, a linear
support of grassmannian polynomial

w=2a,e,=
1

(where the coefficients a; ;

2 ai1i2~-inei1 /\eiz A /\ein
iy ...ly

i

.1, are skew symmetric in iy, i, ..., i) is spanned by

w=xDa; e (3-53)
ig)

Proposition 3.4

Letw = Y «
iy iy

symmetric in indexes iy, i,, ..., i,. Then the following conditions are mutually equivalent:

.. .e ANe; A - ANe; € AV, where all the coefficients «; ;
[P A A A i, n Uiy ..

; . are skew
n

.l

1) w=u; Au, A -+ Au, for some u ,u,,...,u, €V

2) uAw =0 Yu€eSupp(w)

'it is enough to restrict ourself by strictly increasing collections, certainly
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3) for any two collections of distinct indexes iy, iy, ...,ip,4 and ji,j,, ..., j,_1 the Pliicker

relation®
m+1

-1
DV Ty g, =0 (3-54)
v=1
holds.

Proof. (1) means that w lies in the top degree component A4™SUPP(©) Supn(w). This is equivalent
to (2) by the following general reason.

Exercise 3.25. Check that w € AU is homogeneous of degree dimU iffu Aw =0 forallu € U.

The Pliicker relation (3-54) certifies vanishing of the coefficient at e; Ae; A =+ Ae;  in
9;,..j, @ A (see formula (3-53), p. 70). Since vectors u = 9; ;  span Supp(w), these van-
ishing conditions are equivalent to (2). O

Exercise 3.26. Write down the Pliicker relations for grassmannian quadratic form w in 4 vari-
ables and show that such w is decomposable® iff w A w = 0.

Home task problems to §3

Problem 3.1. Let linear mappings A € Hom(U,V) ~ U* ® V, B € Hom(V,W) ~ V* @ W be
expandedas A=Y a,®a,, B = ZBH ® by, where a, € U*, a, €V, By € v, b, € W. Write
similar expansion for the composition B« A € Hom(U, W) ~ U* @ W.

Problem 3.2. Given dual bases e, e,, ..., e, € V and x;,x,,...,x, € V*, describe how does the
Casimir operator ), x; @ e, € V* ® V ~ End(V) act on V.

Problem 3.3. Write  : End(V) — End(V)* for a correlation that takes ¢ @ v € V* ® V = End(V)
to a linear form whose value at &’ @ v’ € V*®V = End(V) equals ( &,v ) . ( &v > Describe
the quadratic form g on the space of linear operators V — V that produce this correlation. Is
q smooth? Write down an explicit formula that computes G(4, B) in terms of capital letters 4,
B and standard operations with matrices but does not use the matrix elements explicitly.

Problem 3.4. For vector spaces U, V of finite dimensions
a) construct canonical isomorphisms Hom( U ® Hom(U,W), W): End(Hom(U , W)) ~
Hom( U, W ® Hom(U, W)*)
b) describe an element of Hom(U, W) corresponding to the map ¢ : U ® Hom(U,W) — W
acting on decomposable tensors by the rule c(u ® ¢) = @(u).
c) Is it true that operator ¢ : U — Hom(U, W)* ® W corresponding to c¢ is always injective?

Problem 3.5. For vector spaces U, V, W of finite dimensions construct canonical isomorphism

End(U ® V ® W) ~ Hom(Hom(U, V) ® Hom(V, W), Hom(U, W))

'the «hat» in a %
1

celyelmy

’i.e. equals a skew product of two linear forms

means that index i, is omitted
1
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and describe a linear map Hom(U, V) ® Hom(V, W) — Hom(U, W) that corresponds to the
identity endomorphism of UQ V Q W.

Problem 3.6 (spinor decomposition). Let V = Hom(U_,U,), where dimU, = 2. Show that
canonical direct sum decomposition of V ® V into symmetric and skew symmetric parts looks

like
((svr ®S°U,) & (40" @ 4°U,) ) @D ((S*Ur @ 4°U,) ® (AU ® S*U,)) . (3-55)

. J .
"' g

sy A%V

Problem 3.7. Write an explicit example of tensor t € V®* that can not be represented as a linear
combination of symmetric and skew-symmetric tensors.

Problem 3.8 (Aronhold's principle). For a finite dimensional vector space V over a field of zero
characteristic show that perfect n th tensor powers "=y QVv® - v, wherev €V, span
the subspace of all symmetric tensors Sym™(V) ¢ V®" and explicitly represent symmetric
tensoru@QWRw+wRuUw+w w ® u, where u,w € V are non—proportional, as a linear
combination of proper tensor cubes.

Problem 3.9. Over any field k (of any characteristic) show that the space of quadratic commuta-
tivity relations (V") N V* ® V* and the space of quadratic skew commutativity relations
FaewV) NV @ V are the annihilators of each other w.r.t. the complete contraction between
V*@V*andV V.

Problem 3.10. Establish the following canonical isomorphisms (valid over any field k, of any
characteristic): a) (Skew™V)" =A™ (V*) b) (Sym™V)" =~ ™ (V*).

Problem 3.11. Prove the following Taylor expansion for the polynomial det(4) on the space of
n X n-matrices:

det(QA+puB)= ) APu?-tr (APA- A9B")
p+q=n
where AP A, A9B are the matrices of operators induced by 4, B on the spaces of homogeneous
grassmannian polynomials of degrees p, g (matrix elements of APA, A9B are p X p and q X ¢
minors of 4, B numbered in such a way that complementary minors have equal numbers).

Problem 3.12. Write S € P, = P(S*V*) for a variety of singular quadrics on P,, = P(V). Show
that
a) S is an algebraic hypersurface
b) point Q € S is a smooth point of S iff the corresponding quadric Q C P, has just one
singular point p € Q
c) tangent space T,S C Py at a smooth point Q € S consists of all quadrics in PP, passing
through the singular point of the quadric Q C P,,.

Problem 3.13. Let N : V — V be a nilpotent operator. Describe a cyclic type' of operator NQ N :
V®2 — V®2 in terms of the cyclic type of N. If generic case seems too difficult, let N be of
cyclic type
a) b) (O o

- ) o

—_—

n n

Problem 3.14. Compute eigenvalues of F®" for a given diagonal operator F : V — V with eigen-
values 1;,4,, ..., 4,. Use this to analise, are there some non-zero constants u,, ji, ..., i, € k

‘list of lengths of all Jordan chains in non-increasing order
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such that VneN A F i@n + A, F ?n + o+ 1, F&™ = 0 for a given collection of non-zero linear
operators Fi,F,, ..., F,, .
Problem 3.15. For any linear endomorphism F : V — V make it sure that there are well defined

operators S¥F : ¥V — §*V and A¥F : A*V — A*V sending decomposable elements to

F(vl.yz. ees .yk)zF(Ul).F(vz). ees .F(vk)
Fwy Avya A o Av) =F@W ) AF(Wy) A -+ AF(vy).

For a diagonal operator F express eigenvalues of S"F and A"F in terms of eigenvalues of F

and prove the following identities in the ring k[[t]] (assuming that char k = 0):
dim Vv
1 k K K K
a) ————— = tr(S“F) -t b) det(E + tF) = tr(A“F) - t*°.
det(E — tF) ];) (SF) kz:;) (4%F)

AQE+EQ®A _ eA ® eA

Problem 3.16. Prove for any square matrix A the identity e , where E is the

unit matrix.

Problem 3.17. In the ring Q[[... aj ... 1] of formal power series in n? matrix elements a;; ofnxn
matrix A prove the identity In det(E — 4) = tr In(E — A) and show that for small enough a; ;EC
it holds numerically as well.

Problem 3.18 (De Rahm's and Koszul's complexes). Choose a basis e, e,, ..., e, € V and write

x; € SV, & € AV for the classes of e; in symmetric and exterior algebras respectively. Let
A = AVQ®SV. Consider two linear mappings: the De Rahm differentiald = ) &, ® % tA- A

thattakesw @ f —» X E, AW ® :Tf and the Koszul differential 0 = ), % ®x, : A > Athat
v v v
takesw@szgT“’@xv-f.

a) Show that d and @ do not depend on a choice of basis and satisfy d* = 0, 3* = 0.

b) Compute dd + dd.

c) (Poincare lemma) Show that both homology spaces ker d /im d and ker 3 /im 9 are 1-dimen-
sional, exhausted by the classes of constants k-1 ® 1 C A.
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4.1 Pliicker quadric and Gr(2,4). Let V be 4-dimensional vector space. The set of all 2-di-
mensional vector subspaces U C V is called the grassmannian Gr(2,4) = Gr(2,V). More geomet-
rically, the grassmannian Gr(2,V) is the set of all lines £ ¢ P; = P(V). Sending 2-dimensional
vector subspace U C V to 1-dimensional subspace A*U C A*V or, equivalently, sending a line
(ab) c P(V) to k-aAb C A%V, we get the Pliicker embedding

u : Gr(2,4) & Py = P(A%V). (4-1)

Its image consists of all decomposable* grassmannian quadratic forms w = aAb,a,b € V. Clearly,
any such a form has zero square: w Aw = aAbAaAb = 0. Since an arbitrary form ¢ € A*V can
be written® in appropriate basis of V either as e; A e, or as e; Ae, +e; A e, and in the latter case
¢ is not decomposable, because of £ A é = 2e; Ae, Aes Ae, # 0, we conclude that w € A%V is
decomposable if an only if w A w = 0. Thus, the image of (4-1) is the Pliicker quadric

PY{welA V| wArw=0)} (4-2)

If we choose a basis e, ey, e,, e; € V, the monomial basis e;; = e; A e; in A2V, and write x;; for

the homogeneous coordinates along e;;, then straightforward computation

ij>
(qu‘el/\e}> A (2)61]'6[/\61)=2<x01x23—x02x13 +x03x12)'80/\61/\62/\€3
i<j i<j

implies that P is given by the non-degenerated quadratic equation
Xo2X13 = Xg1X23 + X03X15 -

Exercise 4.1. Check that the Pliicker embedding (4-1) takes a subspace spanned by u = ) u;e;,
w =} w;e; to grassmannian quadratic form with coefficients x;; = w,w; —u;w;, i.e. sends

Cfuy u, u, u
amatnx(0 1727

. o . u U
) to the collection of its six 2 X 2-minors x;; = det ( ' 1) .
Wy Wy W, Ws W w;

j
In coordinate-free terms, P = V(q) for the canonical up to a scalar factor quadratic form q on

A%V defined by prescription
Ya,w0, €AV 0, Aw, = §(w,w,) 2, (4-3)

where 2 € A*V ~ k is any fixed non-zero vector (unique up to proportionality). Since w; A w, =
w, A w, for even grassmannian polynomials, the form §(w,, w,) is symmetric.

Lemma 4.1
N4, #Bin Py <= G(u(f)), u(#,)) = u(#;) Au(f,) =0in Ps.

Proof. Let £, = P(U,), ¢, = P(U,). f U; nU, = 0, then V = U; & U, and we can choose a basis
ey, €1, €5, e5 € Vsuchthat £, = (ege;), ¥, = (eye5). Then u(f) Au(f,) =eyAe; Ae, Aeg #0.
If £, = (ab) and ¢, = (ac) are intersecting in a, then u(#;) Au(®,) =aAbAarc=0. |

'i.e. factorized as exterior product of two vectors
*see example 3.5 on p. 61

74
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Corollary 4.1
The Pliicker embedding (4-1) is really injective and establishes a bijection between the grassman-
nian Gr(2, 4) and the Pliicker quadric (4-2).

Proof. For any two lines £, # £, on PP, there exists a third line £ which intersect £, and does not
intersect £,. Then u(£;) A u(¥) = 0 and u(£,) A u(¥) # 0 imply u(£;) # u(£,). Il

Corollary 4.2
For any point p = u(#) € P the intersection P N T, P consists of all u(#') such that £ n ¢’ # @.

Proof. This follows from cor. 2.4 on p. 29 and lemma 4.1 above. g

4.1.1 Line nets and line pencils in P;. A family of lines on PP, is called a net of lines if
the Pliicker embedding sends it to some plane # C P C P.. Any plane m C P is spanned by a
triple of non collinear points p; = u(#;), i = 1,2, 3, and lies in the tangent space to each of them.
Thus,m ¢ PNT, PNT, PNT, P. By lemma 4.1 and cor. 4.2, the corresponding net of lines
consist of all lines that intersect 3 given pairwise intersecting lines ¢; C P;. There are exactly
two geometrically different possibilities fo that:

a-net consists of all lines passing through a given point O € P; and corresponds to a-plane
m,(0) C P spanned by Pliicker's images of any 3 non-coplanar lines passing through 0

B-net consists of all lines in a given plane IT € P; and corresponds to f-plane wg(I1) C P spanned
by Pliicker's images of any 3 lines laying in IT without common intersection.

Any two planes of the same type are always intersecting in precisely one point:
g () Nmg (M) =u (M N1, ) . 7, (01) Nmg (02) =1 ((0,0,)) -

Two planes of different types ng(l), m,(0) either do not intersect each other (if 0 & I) or are
intersecting along a line (if O € IT) that corresponds to the pencil of lines £ C IP; passing through
0 and laying in II.
Exercise 4.2. Show that there are no other pencils of lines in IP;, i.e. each line laying on P C P,
has a form (1) N1, (0) for some 0 € II.

4.1.2 Cell decomposition. Fix some p € P and a hyperplane H ~ P; complementary to p
inside T,P ~ P,. Then intersection C = P N T,P is a simple cone with vertex at p over a smooth
quadric G = H N P that can be thought of as the Segre quadric in P; = H. Choosing some point
p' € G and writing 7, s for planes spanned by p and two lines on G passing through P, wee
get a stratification of the Pliicker quadric P by closed subvarieties shown on fig. 4¢1:

T, (4-4)

p—— m, N1 P

.
N
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It decomposes P as disjoint union of open cells* isomorphic to affine spaces:

Az
Gr(2,4) = AuA'u]| v |uAduA*t

Puc. 4¢1. The cone C =P NT,P C P, =T,P.

It starts with {p} ~ A°, then stays projective line without this point: (m, N nﬁ) \p =~ A', then the
pair of projective spaces without this line: m,, ~ (Tl,'a N nﬁ) = TN (na N nﬁ) ~ A?, then we have

the cone C over G without these two planes: C ~ (7, U nﬁ) ~ Al x (G v (6n Tp,G)). Finally,
there are natural identifications G\ (G N Tp,G) ~ A% and Q~ C ~ A* provided by the next lemma.

Lemma 4.2
Projection p : Q — II, of a smooth quadric Q C P, from a point p € Q onto hyperplane I 3 p,
establishes a bijection between Q ~ T,,Q and A™l =11~ T,Q.

Proof. Each non-tangent line passing through p does intersect Q in precisely one point? different
from p. All these lines stay in bijections with the points of A™™* = IT « T,Q. O

‘each affine cell of this decomposition is an open dense subset of the corresponding stratum in (4-4)
complementary to the union of all the strata of lower dimension contained in the stratum we deal with

*if we write x for this point and put y = (px) N II, then it follows from Vieta formulas that x and y are
rational functions of each other; thus, the bijection of lemma is actually an isomorphism of affine algebraic
varieties
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Exercise 4.3. If you have some experience in CW-topology, show that integer homologies of
complex grassmannian are

0 forodd mand m > 8
H,, (Gr(2,C*), Z) =1 form=0,2,6,8
ZHZ form=4

Try to compute integer homologies H,, (Gr(2,R*), Z) of the real grassmannian (the bound-
ary maps are non trivial here).

4.2 Lagrangian grassmannian LGr(2,4) and lines on a smooth quadric in P,4. Let us
equip 4-dimensional vector space V with non-degenerated skew-symmetric bilinear form 2 and
fix some non-zero vector § € A*V. Then there exists a unique grassmannian quadratic form
w € A?V satisfying

Ya,beV wAaAb=102a,b)-6. (4-5)

Write W = Ann §(w) for orthogonal complement to w w.r.t. the Pliicker quadratic form g on
A%V defined in formula (4-3), p. 74. Then Z = P(W) ~ P, is the polar hyperplane of w w.r.t. the
Pliicker quadric P € Py = P(A%V).

Exercise 4.4. Check that w & P.

Since w ¢ P the intersection R & Z N P is a smooth quadric in Z ~ P,. Its points stay in bijection

with lagrangian subspaces' in V w.r.t. symplectic form 0, because of (4-5) and (4-3) which say
together that line (ab) C P; has 2(a, b) = 0 iff g(w, a Ab) = 0.

By this reason, R is called lagrangian grassmannian of symplectic form 2 and is usually
denoted by LGr(2, 4) = LGr(2,V).

It follows from general theory developed in (n° 2.5) that R does not contain planes but is filled
by lines in such a way that lines passing through a given point r € R rule a simple cone over a
smooth conic with the vertex at r. The variety of lines laying in a given algebraic manifold X is
called the Fano Variety of X and is denoted by F(X).

Proposition 4.1
There is well defined isomorphism P; = P(V) = F(R) sending a point p € P(V) to the pencil of
all lagrangian lines in P(V) passing through p.

Proof. We have seen in n° 4.1.1 (esp. exrs. 4.2 on p. 75) that each line L C P is an intersection of
a- and B-planes: L = m, N7(Il), i.e. consists of all lines passing through some point p € P(V) and
laying in some plane /1. If L C R = P n Z, then L consists of all lagrangian lines passing trough
p and laying in II. On the other hand, a line (px), which passes through a given point p € P(V),
is lagrangian iff Q(p, x) = 0. Thus, all lagrangian lines passing through an arbitrary point p lie a
plane that is orthogonal to p w.r.t. symplectic form £, that is, form a pencil. g

'n-dimensional subspace U in 2n-dimensional subspace V equipped with non-degenerated skew-sym-
metric bilinear form 0 is called lagrangian if 2(u,w) = 0 for all u,w € U; thus lagrangian subspaces are
skew-symmetric analogues of maximal isotropic subspaces of non-degenerated symmetric forms
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4.3 Grassmannians Gr(k,n). A variety of all of all m-dimensional vector subspaces in a given
d-dimensional vector space V is called a grassmannian variety and is denoted by Gr(m,d) or
by Gr(m,V), when the nature of V is essential. In projective world, grassmannian Gr(m, d)
parametrizes (m — 1)-dimensional projective subspaces in P;_,. Simplest grassmannians are the
projective spaces P, = P(V) = Gr(1,V) = Gr(1,n+ 1) and P} = P(V*) = Gr(n,V) = Gr(n,n + 1).
More generally, the duality U <> Ann U establishes canonical bijection Gr(m, V) < Gr(d —m, V™),
where d = dim V. Simplest grassmannian besides the projective spaces is Gr(2, 4) considered in
the previous section.

Exercise 4.5. Let dimV = 4 and § : V = V" be a correlation provided by some smooth
quadric Q = V(q) ¢ P(V). Show that prescription U — Ann §(U) defines an automorphism
Gr(2,V) = Gr(2,V) that sends a-planes on Gr(2, 4) to the 8-planes and vice versa.

4.3.1 The Pliicker embedding takes m-dimensional subspace U C V to the 1-dimensional
subspace A™U C A™V. This gives the mapping

u : Gr(m, V) & P(A™V). (4-6)

If vectors uy, u,, ..., u,, form a basis in subspace U c V, then u(U) = k- u; Au, A -+ Au,,. Since
for any two distinct m-dimensional subspaces U # W we can choose a basis

Vi, Vgs oo s Upy U, Ugy oo s Uy gy Wi, Woyy oo, W

, v, €V

m-—r> UZm—r’ 172m—r+1’

such that v, v,, ..., v, form a basis of U n W and u, u,, ..., uy,_,., Wy, Wy, ..., w,,_,. complete it

to some bases of U, W, the mapping (4-6) sends U and V to distinct basic monomials
Vi A AV AU A AUy FULA AV AW A AW

of A™V. Thus, the Pliicker embedding (4-6) is actually injective and establishes bijection between
Gr(m, d) and the variety of decomposable grassmannian polynomials w € A™V. By prop. 3.4 on
p- 70, the latter is described as an intersection of quadrics provided by the Pliicker relations from
the statement (3) of prop. 3.4.

Algebraically, the grassmannian variety Gr(m, d) C P(A™V) is a straightforward skew-com-
mutative analogue of the Veronese variety V(m, d) C P(S™V): both consist of non-zero homo-
geneous degree m polynomials of the maximal degeneracy, that is, having the minimal possi-
ble non-zero linear support. For ordinary commutative polynomial f € S™V this means that
dimSuppf = 1 and f = v" for some v € V. For non-zero grassmannian polynomial v € A™V
the minimal dim Supp w = m and in this case w = w; Aw, A -+ Aw,, for some w,w,,...,w,, € V.

4.3.2 Matrix notations and the Pliicker coordinates. As soon a basis e, e,,...,e; € V
is chosen, one can represent a point U € Gr(m, d) by an equivalence class of m X d-matrix A(U)
whose rows are the coordinates of vectors u,,u,,...,u,, C U that form a basis in U. Another
choice of basis in U changes A(U) via left multiplication by a matrix ¢ € GL,,(k). Thus, the
points of grassmannian Gr(m, d) are the left GL,,(k)-orbits in Mat,,,;(k). These agrees with
homogeneous coordinates on P(V) = Gr(1,V), which are the rows (i.e. 1 X d-matrices) up to
multiplication by elements of GL, (k) = k*.

Choosing the standard monomial basis e, = e; Ae; A -+ Ae; in A™V, one can describe the
Pliicker embedding (4-6) as a map that takes matrix A(U) to a point whose coordinate x; in the
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basis e, equals the maximal minor a,(U) of A(U) situated in columns i;, i, ..., i,,. Indeed,
u1 /\uz/\ o /\um: (Za1i1 611)/\<Z aziz elz>/\ oee /\(Z amin elm) =
il iZ lm
- Z Z Sgn(o-)alia'(l)aZia'(z) " amia'(m) eil A eiz /\ " /\ eim - Z aI el
1< < < <ip, KM 0EQ, I

where a; = det (ai,ij). Maximal minors a; = a,(U) of A(U) are called the Pliicker coordinates of

U. It follows from example 3.3 that the left multiplication A(U) — C - A(U) by some C € GL,,,(k)
multiplies all the Pliicker coordinates a,(U) by det C.

4.3.3 Affine charts and affine coordinates. The standard affine cards Uy, C P(A™V),
where I runs through increasing collections iy, i,, ..., i,,, cover the grassmannian Gr(m, V). Let
us write U; C Gr(m, V) for the intersection Uy, N Gr(m,V) and call it a standard affine chart on
Gr(m, V). This chart consists of all U C V such that A(U) has non zero maximal minor in the
columns iy, iy, ..., ip.

Geometrically, this means that U C V is isomorphically mapped onto coordinate subspace
of V spanned by the basic vectors e; with i € I by the projection along the complementary
coordinate subspace spanned by e; with j ¢ I. In particular, there exist a unique basis of U that
consists of the preimages of basic vectors e;, i € I, under this projection.

Algebraically, this means that each U € U, has a unique matrix representation A = A (V)
such that m X m-submatrix Aﬁ” c A situated in I-columns is the identity m x m matrix. This
matrix representation is obtained from an arbitrary representation A = A(U) as A = A7 - A,
where 4; C A is m X m-submatrix formed by I-columns.

Thus, the points of the standard chart 2, ¢ Gr(m, d) stay in bijection with m X d matrices
A" with E in I-columns and can be identified with the affine space A™%~™ coordinated by the

matrix elements <aff1),> of A" staying outside the columns (iy, iy, ..., i,,). In particular,

dim Gr(m,d) = m(d — m).

Exercise 4.6. If you had deal with differential, analytic, or algebraic geometry, check that real
(resp. complex, or arbitrary) grassmannians are smooth (resp. holomorphic, or algebraic)
manifolds.

4.4 Cell decomposition. The Gauss method shows that each U C V admits a unique basis
Uy, Uy, ..., U, € U whose matrix A is a reduced step matrix. By the definition, this means that
there is the identity m X m-submatrix E C A situated in some columns j,, j,, ..., J,, and each
row of A vanishes at the left of the unity coming from this identity submatrix, that is, for each
i=1,2,..,mandanyj < j; a;; = 0.

Exercise 4.7. Make it sure that the rows of distinct reduced step matrices span distinct sub-

spaces in k%.

Thus, there exist a bijection between Gr(m, d) and strong step (m X d)-matrices of rank m. The
latter split into disjoint union of affine spaces. Namely, all strong step matrices of prescribed

shape, i.e. containing the identity submatrix in prescribed columns iy, i,, ..., i,, , have exactly

m >

md — m? — (G -1)—=(0,-2)= -+ = (i, —m) =dimGr(m,d) — Z(iv —-v)

v=1
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free entries to put there any constants from k. Hence, Gr(m, d) is a disjoint union of (::1) affine
cells A, enumerated by increasing collections I = (i, i, ..., i,,) C (1,2, ... ,d). The I-th cell A,
m

is isomorphic to affine space and has codimension Y (i, —v) = |I| — @ in Gr(m, d).
v=1
4.4.1 Young diagram notations. Another common way of numbering the disjoint affine

cells A, c Gr(m, d) replaces increasing subset I =iy, i,, ..., i, by a partition A = (14, 4,, ..., 4,,)
that is non-decreasing collection of non-negative integers

MZA> 21,20

m

whose v th from the right element 4 is equal to v th from the left difference (i, — v) in the

m+1-v
increasing collection iy, i,, ..., i,,. Thus, the identity m X m-submatrix of reduced step matrix of
type A = (44,4,, ..., 4,,) is situated in columns i, = (m +1 —v) + A,,.,_,. In other words, 4,

equals the difference that appears in the v th row from the bottom between the actual position
of the leftmost non-zero element and the leftmost possible position for such element.

Partitions are visualised by means of Young diagrams, that is, aligned to the left cellular strips
of lengths 1,,4,, ..., 4,,,. Total number of cells |1] € Y 4, is called a weight" of the diagram. A
number of rows £(1) & max(k | 4;, > 0) is called a length of the diagram. For example, partition

]
(4,4,2,1)  «» L]

haslength 4 and weight 11. In grassmannian Gr(4, 10) it defines 13-dimensional affine cell formed
by the subspaces representable by reduced step matrices of shape

01 « 0 x x 0 0 = =%
0 001 % % 0 0 % =%
0 00O 0O 0 1T 0 x =
0 00 0 0 0 0 1 % =

The differences between actual leftmost units (colored in blue) and the leftmost possible positions
for them (colored in red) listen from the bottom to the top are 4, 4, 2, 1, i.e. coincide with the
partition.

The zero partition (0, 0, 0, 0) corresponds to the leftmost possible positions of steps and de-
fines 24-dimensional affine cell of spaces representable by matrices of the shape

0

S O O
(= e = =]
= o O O
* ¥k ¥ K
E S
* X X *
* % % %
* ¥k ¥ K
EE R

1
0
0

i.e. the standard affine chart U, , ; 4 of the grassmannian Gr(4, 10).
Maximal possible partition (6, 6, 6, 6) whose Young diagram exhausted the whole of rectangle

Young diagrams of a given weight n stay in bijection with partitions of n into a sum of non-ordered
positive integers (this explains the terminology)
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corresponds to the zero-dimensional one point cell represented by the reduced step matrix of the
rightmost possible shape

0O 0 0 0 0 01 0 O00O0
0O 0000 0 O0OT1TTUO0TDO0
0 000 0O 0O 0 O0T1TTDO0
0O 000 0 0 O0O0 O0 1
Exercise 4.8. Make it sure that collections of increasing indexes I C (1,2, ... ,d) stay in bijec-

tions with Young diagrams A contained in rectangle of size m x (d — m).

Thus, grassmannian Gr(m, d) = | | ¢, is disjoint union of affine spaces
2
O'; — Am(d—m)—l/ll

called open Schubert cells and numbered by the Young diagrams A contained in the rectangle of
size m X (d — m). The closure of ¢} in Gr(m, d) is called (closed) Schubert cycle.

Example 4.1 (homologies of complex grassmannians)
Closed Shubert cycles g, form a free basis of abelian group of integer homologies of complex
grassmannian

A(m,d) £ H, (Gr(m,€%),Z) ,

because the cell decomposition just constructed does not contain cells of odd real dimension. The
latter means that all boundary operators in the cell chain complex vanish.

Exercise 4.9%. List all open cells 0, containing in the closure of a given open cell ¢] and try to
evaluate the boundary operators in the cell chain complex of real grassmannian Gr (m, R% ).

4.4.2 Schubert calculus. Topological intersection of cycles provides abelian group A(m, d)
with a structure of commutative ring. It turns to be a truncated ring of symmetric functions:

A(m’ d) = Z[Sly 52’ (RN em]/(nd—m-'-l? LRI nd—lv nd) (4-7)

where ¢, and 1, stay for elementary' and complete® symmetric polynomials of degree k in m
auxiliary variables x,, x,, ..., x,, . By the main theorem about symmetric functions, all 1, are
uniquely expanded as polynomials in €, €,, ..., &,, and factorisation in (4-7) is modulo the ideal
spanned by those polynomials expanding 74_,,,1, ..., 14 trough ¢;'s.

The isomorphism (4-7) sends a Schubert cycle o, to the Schur polynomial s,, that is the
sum of all monomials in x,, x,, ..., x,, obtained as follows: fill the cells of diagram A by letters
X1, Xy, ..., Xy (each letter can be used any number of times) in such a way that the indexes of
variables strictly increase along the columns from the top to the bottom and non-strictly increase
along the rows from the left to the right, then multiply all the entries into a monomial of degree
|4]. For example, s, = 1, where (k) means one row of length k, and S(1k) = &g where (1") =
(1,...,1) means one column of height k.

All proofs of the isomorphism (4-7) that I know are non direct. Anyway, they use quite
sophisticated combinatorics of symmetric functions besides the geometry of grassmannians. The
geometric part of the proof establishes two basic intersection rules:

'sum of all k-linear monomials of degree k
’sum of all degree k monomials in x,, x,, ..., X, at all
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1) An intersection of cycles g, o, of complementary codimensions [1] + |u| = m(d + m) is
non empty iff their diagrams are complementary* and in this case the intersection consists
of one point corresponding to the matrix of shape 2 whose *-entries equal zero.

2) The Pieri rules: for any diagram A we have 0,0, = } 0, and 030(1k) = > 0, ,where y, v
run through Young diagrams obtained by adding k cells to 1 in such a way that all added
cells stay in distinct rows in g and stay in distinct columns in v.

The details can be found in P. Griffits, J. Harris. Principles of Algebraic Geometry, L
Combinatorial part of the proof verifies that the Schur polynomials satisfy the Pieri rules
and form a basis of the Z-module 4 of symmetric polynomials in countable number of variables
with integer coefficients. Direct computation shows that the Pieri rules uniquely determine the
multiplicative structure on A. This leads to surjective homomorphism 4 - A(m,d) sending
s, — 0. Its kernel is uniquely determined as soon we know that the classes of s; with 1 C (d™)
form a basis in the factor ring and satisfy there the first intersection rule mentioned above. The
details can be found in two remarkable W. Fulton's books Young Tableaux and Intersection Theory.
Avoiding general theory, we compute the intersection ring of Gr(2, 4) in example 4.2.

Exercise 4.10. Verify that in the notations of n° 4.1.1 six Schubert cycles on the Pliicker quadric
P =Gr(2,4) CPgare: 05g =P;0, =p=(0:0:0:0:0:1)€Pg0=PnNT,P;
011 =T,(0),where 0 =(0:0:0: 1) €Py;0, = ng(ID), where IT C P, is given by linear
equation x, = 0; 0,1 = 1, (0) Nmg(ID).

Example 4.2 (intersection theory on Gr(2, 4))

If codimo, + codimo, < 4, then 0,0, = @, certainly. Intersections of cycles of complementary
codimensions was described actually in n°4.1.1 and exrs. 4.2: 0,,0,; = 05, = 0>, = 0,, and
050011 = 0. By the same geometric reasons 0,0,y = 0,00, = 0;. In order to compute o2, let
usrealise 015 as 01y(£) = PNT, P = {£" C Py | £n¢" # @} . Then 03, is a homology class of an
intersection a,,(£)No,o(¢’) that generically is represented by the Segre quadric shown in fig. 401
on p. 76. Let us move ¢’ to a position where ¢/ N ¢ # @ but £’ # ¢. Under this moving the Segre
quadric is deformed inside its homology class to the union of two planes: a-net with the centre at
0 = £n¢' and B-net in the plane IT spanned by €U’ , i.e. we get a,,(£)Na,(£') = m,(0)UTR(IT).
Thus, 0%, = 0,0 + 04;.

This leads to «topological» solution of exrs. 2.10 and prb. 2.10 asked how many lines does
intersect 4 given mutually skew lines in P;. If 4 given lines are general enough?, then formal
computation in 4(2,4): 05, = (0,9 + 04,)* = 05, + 0%, = 20,, tells us that there are 2 such
lines in general.

'i.e. can be fitted together without holes and overlaps to assemble m x (d — m) rectangle
“namely, the intersection of cycles o,,(¥¢;) provided by these lines represents the topological 4-fold
self-intersectiono?,
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Home task problems to §4

Problem 4.1. Is there a complex 2 X 4-matrix whose set of 2 X 2-minorsis a) {2, 3, 4, 5, 6, 7}
b) {3, 4, 5, 6, 7, 8} ? If so, give an explicit example of such a matrix.

Problem 4.2. Let G = V(g) C P, = P(V) be a smooth quadric. Define a bilinear form A*g
. ~ g, wy) go,w,) )
on AV by prescription A2G(v, A v,, w, Aw,) < det <‘g( P JA 1 270 Check that it
yp p g 1 2 1 2 g(v29W1) g(vz’wz)
is symmetric and non-degenerated and write down its Gram matrix in a standard monomial
basis of A%V built of some g-orthonormal basis in V.

Problem 4.3. In continuation of prb. 4.2 take g(4) = det A as the quadratic form on the space
V = Hom(U_,U,), where U, =~ C2?, write A2 g for the smooth quadratic form on A%V that
takes v; A v, to the Gram determinant A%g (v; A v,) £ det <g(v1, ) 9y, v2)> , and write

gy, v1) gy, v;)

P={w€AV|wAw=0}CP;=P(A*V) for the Pliicker quadric. Show that

a) the intersection of quadrics V(4%g) NP C P, consists of all lines in P; = P(V) tangent to
the Segre quadric G = V(g) C P5.

b) the Pliicker embedding Gr(2,V) = P C P(A%V) sends two line rulings of the Segre quadric
G to a pair of distinct smooth conics C, C P that are cut out of the Pliicker quadric by a pair of
complementary planes A_ = P (S?U* ® A°U,) and A, = P (A*U* ® S*U, ) embedded into
Py = P(A*Hom(U_, U, )) by means of decomposition (3-55) from prb. 3.6 on p. 72.

c) both conics C_ C P (S*U* @ A*U, ) and C, C P (A*U* ® S?U, ) are the images of the
Veronese embeddings P(U*) C P (52 Uﬁ) and P(U,) C P (S2 U+), i.e. we have the following
commutative diagram of the Pliicker — Segre — Veronese interactions®:

2 ~/
[P(U"')( Veronese IP(S U+) - A+
T,
A2U* ® S2U
S . Z n
Pt x P} A G CcPHmU_U,)--"BE_pcp ®
S*Ur @ AU,
T_
]P’(Ui)( Veronese ]P)(SZ Ui) ~ A

d) (Hodge's star) Associated with smooth quadretic form g on V is the Hodge star-operator
wPw*
% 1 AV —— A%V,

defined by prescription Vw;,w, € 4>V @, A wj = A*g(w;, w,) - e; Ae, Aes Ae,, where
e;, €,, e, e, € V is an orthonormal basis for g. Verify that this definition does not depend
on a choice of orthonormal basis, find eigenvalues and eigenspaces of *, and show their place
in the previous picture.

Plucker is dashed, because it takes lines to points
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On default, everywhere in §5 except for very beginning of n° 5.1 we deal with finite dimen-
sional vector spaces over the field of real numbers R and with affine spaces associated with them.

5.1 Linear affine geometry. We say that a set A is an affine space over a vector space V, if for
each v € V a parallel displacement operator' 7, : A — A is given such that

Dry=1d,. 2 Vo.WeV 1,07, =7y, (5-1)
3) Vp,g€ A3 uniquev eV :1,(p)=q. (5-2)

For a € A and v € V we often write a + v instead of 7,(a). Conditions (5-1) mean that additive
group of V acts on 4 and this action is simply transitive: any q € 4 is obtained from any p € 4
by a unique shift operator 7,,. Vector v € V that produces this shift is denoted by pq. Thus,
q = p + pq. Also it follows from (5-1) that pp = 0 and V p, q,r € A pq + qF = p7 .

Exercise 5.1. Make it clear that pd=—-gp and pg=7s < psS=qr.

The affinization A(V) discussed in n° 1.4 on p. 11 is a particular example of affine space. In A(V)
the shift operator 7, takes u —» u + v.

Exercise 5.2. Show that the set of monic® polynomials of degree n in one variable is an affine
space over the vector space of all polynomials of degree < (n — 1).

It follows from (5-2) that a choice of a point 0 € A establishes a bijection between A and V by
sending a point p € 4 to the vector op € V. This bijection is called a vectorization of A with the
origin at 0 € A.

5.1.1 Barycentric combinations. For any collections of points p,,p,,....p,, € 4 and
constants A, 4,, ..., 4,, € k consider a point

Zlipidéfo'i'zli'yi’ (5-3)
7 7

where 0 € A is an arbitrarily chosen point. We claim that RH.S. of (5-3) does not depend on
a choice of 0 iff })1; = 1. Indeed, taking another point r instead of 0 we get in RH.S. of (5-3)
r+ ) A; - 7p; . Subtracting this from R.H.S. of (5-3), we get

which vanishes iff ) ; = 1 as soonasr # o.

Definition 5.1
If )" 2; = 1, then the point )’ 4;p; € A defined by equation (5-3) is called a barycentric combination
of points p,,p,, ..., p,, with weights 1,,4,, ..., 4

s 'm -

*also called a shift
“recall that monic means «with leading coefficient 1»

84
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5.1.2 Projective viewpoint. Consider a vector space W* of dimension n + 1, pick up non-
zero covector §¢ € W* and put V = Anné C W. Then a convenient model of affine space A"
associated with V is affine chart U; = {w € W | (§, w) = 1} in the projective space P,, = P(W).
A linear combination Y} A;p; , of vectors p; € Uy, lies in Uy iff (¢, Y A;p; ) = X 4; = 1. Thus,
the barycentric combinations of points in U, are those linear combinations of vectors in U, that
remain to lie in U,. Note that if >} v; = 0 and p; € U, then Y v;p; € Ann¢ is well defined vector
of V. A choice of an origin o € U, provides a decomposition

W*=Am@)®k- ¢, (5-4)

where @ = (@ — (@, 0)&) + {(a, 0)¢& for any ¢ € W*. Note that V* ~ W* /k - ¢ is naturally
isomorphic to Ann (o).

Exercise 5.3. Verify that the mapping V* = W* /R - ¢ — Ann (o) C W™ sending

Ymod §) =P —(,0)¢

is well defined isomorphism of vector spaces.

5.1.3 Affine functionals. The restrictions of linear forms @ € W* onto Uy are called affine
functionals on U,. The distinguished functional ¢ is restricted to a constant function identically
equal to 1. By this reason we will often write 1 instead of {. As soon as some origin o € U is
chosen, each affine functional «| U, can be written as

(a,p)=<Da,o_ﬁ>+(a,o), where D, € a(mod &) € V*. (5-5)

This agrees with the decomposition (5-4). Although the constant term ( @, o ) and vector 0p in
(5-5) do depend on a choice of the origin the linear form D, = a (mod ¢) € V* does not. It is
called the differential of @ and can be considered as an element @« — (a, 0) € Ann(0) C W* by
the identification from exrs. 5.3. Term «differential» agrees with one used in the calculus: D, is
the linear mapping V — k such that Vx,,x, € A(V) a(x,) = a(x,) + D, (x;%,), that is even
more strong than in the definition of the differential of a function®.

5.1.4 Real half-spaces. Starting from this point we assume that the ground field k = R.
Restricting an affine functional @ : A" — R onto a segment [a, b] C A", we get a linear (non-
homogeneous) function a(x) = kx + ¢ on the segment. There is the following alternative:

o a vanishes identically on [a, b]

o q is strictly positive or strictly negative everywhere on [a, b], in particular, nowhere van-
ishes

o a vanishes at precisely one point x, € [a, b] and this case leads to the further alternative:

o x, coincides with either a or b and « is strictly positive or strictly negative every-
where on half-open interval [a, b] ~ x,

'recall that a function f : R™ — R is called differentiable at a point x; € A(R") if there exists a linear
map Dy, - R" — R, which is called a differential of f at x; and may depend on x, , such that for any x,

in some neighbourhood of x; one has f(x,) = f(x;) + D, (¥1%,) + o(|X7%,1)
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o a < x, < b and & has opposite constant signs on half-open intervals [a, x,) and
(x4, b], in particular, a(a) - a(b) < 0.

This alternative implies that each non-constant affine functional @ : A" — R breaks A" to 3
disjunct pieces: affine hyperplane

Hy € V(@)= {p€A"| (a,p)=0},
and two open half-spaces
HY ={(peR"|ap) >0} and A, ={p e R"|a(p) <0} (5-6)

whose common boundary dH} = df, = H,. Each segment joining two points of the different
open half-spaces intersects the boundary hyperplane in a unique point, which lies in the interior
of the segment. The closures of the open half-spaces (5-6)

Hf={peR"|a(p) >0} and H, ={peR"|a(p) <0}. (5-7)

are called closed half-spaces.

5.2 Convex figures. A barycentric combination of points in an affine space R"
X1Pq + X5 + - + XDy, Where in =1,

is called convex if all x; > 0. A figure & C R" is called convex as soon it contains all convex
combinations of its points. Clearly, an intersection of convex figures is a convex figure. Given
an arbitrary figure ¥, the intersection of all convex figures that contain ¥ is called a convex hull
of ¥ and is denoted by conv(¥).

Exercise 5.4. Check that open half-spaces (5-6) and closed half-spaces (5-7) are convex.

Lemma 5.1
A convex combination Y’ y;q; of convex combinations q; = } x;;p; of some points p; is again a
i J

convex combination of p; .

Proof. Zyl-xijpj = Z(Ziyixij)pj = lepj , where 1; = Ziyixl-j > 0 satisfy ZA]- = Zyl-xij =
ij j j j ij

zi:Yi‘(ijij):ZiYi=1- O

Corollary 5.1
A set of all convex combinations of points of an arbitrary figure ¥ is convex. In particular,
conv(¥) consists of all convex combinations of points of ¥.

Example 5.1 (simplexes)
Assume that k + 1 points p,,py, ..., p do not lie in a (k — 1)-dimensional affine subspace. Then
their convex hull

n

[pOsp]_s“"pk]d:ef{ xipi | inzl, -xiZO}- (5_8)

n
i=0 i=0
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is called a k-dimensional simplex with vertexes p,,p;,...,p,. Thus, 1-, 2-, and 3-dimensional
simplexes are the segments [p,.p;] = {Agpg + 1101 | 494, = 0 & Ay + 4, = 1}, the triangles
[Pg:P1-P2] =4 pop,P,, and the tetrahedrons respectively. In affine coordinates (x;, x5, ..., x,)
with the origin at p, and basic vectors e; = pop;, i = 1, 2, ..., n, the simplex (5-8) is given
by a system of (n + 1) linear (non-homogeneous) inequalities x; > 0, x, > 0, ..., x,, > 0,

. . 1 1 1
x, +x, + -+ +x, < 1. Since the point (Z’ o g

inequalities, some cubic e-neighbourhood of this point belongs to the simplex. Thus, the convex
hull of (n + 1) points of R"™ has non-empty interior as soon the points do not lie in a hyperplane.

) satisfies the strict versions of these

Exercise 5.5. Show that the boundary of simplex [p,.p;, ..., P,] is the union of all simplexes
[pvl, Dy,s - pvm] ,wherem <nandv; € {0, 1, ..., n}.
Lemma 5.2

A figure @ C R" is convex iff Va, b € @ the segment [a, b] € ®.

Proof. Implication = is trivial. To establish <, it is enough to check that any convex combination
Apq1 + A0y + - + AP, can be computed step by step via taking a convex combination of
appropriate two points at each step. This follows from the identity

APy + A0y + o+ APy = apy + B (ﬂzpz + Usps + -0 + .Umpm) >

wherea =1, B =2, + A3+ - + 4,, u; = 4;/B. It shows that ), A;p; is a convex combination
of two points: p, and q = p,p, + usp; + -+ + Wy, Pp- By induction in m, the latter point can be
reached by taking consequent convex combinations of pairs of points. g

Proposition 5.1
If ¥ c R" is convex, then its closure ¥ and its interior ¥° are convex as well.

Proof. If a,b € ¥, then a = lim a, and b = lim b, for some
k— o0 k— o0

sequences {a;}, {b,} C ¥. For any fixed non-negative A, u with
A+ u =1 we have

lim (Aa;, + uby) = A lim a; + u lim b, = Aa + ub.
k—o0 k—o0 k— o0

Hence, all points of the segment [a, b] are the limit points of some
sequences in @. Thus, [a, b] C [

If a,b € ¥, then their cubic e-neighbourhoods B_(a), B.(b) are
contained in @ for some &€ > 0. Thus, cubic e-neighbourhoods of all
points of the segment [ab] are contained in @ as well, see fig. 501. [

Fig. 501. Convexity of
the interior.

Exercise 5.6. Show that each convex closed figure @ coincides with the closure of its interior:
@ = ¢° (in the topology of the smallest affine space containing @).
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5.2.1 Supporting half-spaces. A hyperplane H,, is called supporting a figure & if & C H,,
and H, N 0® # @ . In this case H, is also called supporting half-space of ®.

Lemma 5.3
In affine space A" of dimension n > 2 for any open convex set U C A" and any point p ¢ U there
exists a line ¢ that passes through p and does not intersect U.

def

Proof. Write C C A" for a union of all open rays Ip,u) € {p + 1 - ptt| 2 > 0} passing through all
u € U. It is evident from fig. 5¢2 and fig. 503 that C is open and convex, and p € dC. Convexity
of C implies that each line passing through p either does not intersect U at all or intersects U in
such a way that all points from one side of p lie in the interior of € and all points from the other
side of p lie in the exterior’ C, see fig. 502. In particular, there exists a point q exterior for C.
Since n > 1, there is a line passing though g, intersecting C, and different from (gp). This line
must contain a point r € dC. Then, the line (pr) passes through p and does not intersect U and
even C, because it contains a boundary point of C different from p. ]

u €U

[ur,us) C U

ug €U

CQEC

Puc. 502. Openness of C and exterior points. Puc. 5¢3. Convexity of C.

Lemma 5.4
Let an affine plane IT (possibly zero dimensional) do not intersect an open convex set U. Then
there exists a hyperplane (of codimension 1) that contains IT and does not intersect U.

Proof. Chose the origin of A" inside IT and identify A™ with V. Under this identification IT goes
to some vector subspace P C V (P = 0 is allowed as well). In the set of all vector subspaces H C V
that contain P and do not intersect U chose some maximal w.r.t. inclusions subspace H C V. Pick
up some vector subspace H' C V such that V. = H @ H’. We claim that dimH’ = 1. Indeed,
let # : V » H’ be the projection along H. Since the projection takes segments and cubes to
segments and cubes, m(U) is an open convex set and 0 & (U), because HNU = @. If dimH' > 1,
then by lemma 5.3 there exists 1-dimensional subspace L C H’ such that L N m(U) = @. Hence,
H @ L does not intersect U, contains P, and is strictly bigger than H contrary to the choice of H.

O

Theorem 5.1
For any convex figure @ and any point p € 99 there exists a supporting hyperplane of @ passing
through p.

Yi.e. in the interior of A" \ U
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Proof. If @ lies in some hyperplane, then this hyperplane is supporting for @. If @ contains
(n + 1) points that do not lie in a common hyperplane, then it follows from example 5.1 that
the interior @° of @ is not empty. Draw a hyperplane H, that passes through p and does not
intersect @°. Since a vanish nowhere in @°, the interior of @ is contained inside one of two open
half-spaces (5-6). Changing a sign of a, if required, we can assume that ®° C H_. Hence, by

exrs. 5.6, C ®° C HY" = H}. O

Theorem 5.2
Any closed convex figure Z coincides with the intersection of its supporting half-spaces.

Proof. Induction in the dimension of the smallest affine subspace that contains Z allows us to
assume that Z is not contained in a hyperplane, that is, has non-empty interior. We claim that
for any q ¢ Z there exists a supporting hyperplane H,, of Z, such that ¢ € H,. To construct
it, let us join g with some interior point p € Z° by the segment [q, p]. Then there should be a
boundary point r € [q,p] N 0Z laying in the interior of [q, p]. But the relations (@, p) > 0 and
(a,r)=0force{a, q)<0. O

5.2.2 Faces and extremal points. Let @ be a closed convex figure and H,, be a supporting
hyperplane of @. In this situation H, N @ is a non-empty closed convex figure. It is called a
face of ®. Given a face I' C ¥, we write A" for the smallest affine subspace containing I' and
call it affine hull of the face I'. On default, we consider each face I' in the standard topology of
A" Interior, exterior, and boundary points of I' are those w.r.t. this default topology, and we put
dimT ¥ dim A”. Zero dimensional face, that is, a face exhausted by one point, is called a vertex.

Note that faces of an arbitrary closed convex figure may behave quite counter-intuitively.
For example, a closed ball has continual family of distinct faces and
all these faces are the vertexes. A smooth mating of half-circle with
rectangle shown in fig. 504 has two 1-dimensional faces whose ver-
texes are not the vertexes of the initial figure. Thus a face of a face is

not necessary a face of the initial figure. Fig. 504.
Points that can be reached as the last, zero dimensional, elements
of chains: a figure @, a face @, of @, a face @, of the face ®,, a face @; of the face @,, ... are

called extremal points of a closed convex figure @. This definition implies that extremal points of
any face of @ are the extremal points of @ itself. In particular, each vertex is an extremal point.

Exercise 5.7. Give an example of closed convex figure @ whose extremal points are not ex-
hausted by the vertexes of &.

Lemma 5.5
Let @ be a closed convex figure and p € @. Then p is extremal point of @ iff there are no segments
[a, b] C @ containing p in the interior.

Proof. If p € @ is interior point of @ or some face I' C @ such that dim " > 1, then there exists
a segment [a,b] C I containing p in the interior. Thus, if there are no segments [a,b] C @
containing p in the interior, then p is neither in the interior of @, nor in the interior of a face of
&, nor in the interior of a face of a face of @, etc as far the dimension of face remains greater than
zero. Hence, p is extremal.

Vice versa, if p lies in the interior of a segment [a, b] C @, then p belongs to some face I' C @
only if [a,b] C I'. Indeed, let I' = @ n H,, for some supporting functional . If p € I, then
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(n,p)=0and(n,a) > 0and(n, b) > 0. This forces(n,a) =(n,b) =0,ie. [a,b] CT.
We conclude that p can not be a vertex of @ as well as a vertex of a face of @, as well as a vertex
of a face of a face of @ etc. Thus, p is not extremal. O

Proposition 5.2
Each compact closed convex figure @ coincides with a convex hull of its extremal points.

Proof. Induction in dim @. Each interior point p € @° is a convex combination of the endpoints
of a segment £ N @, where ¢ is an arbitrary line passing through p. These endpoints lie on some
faces. By induction, they are convex combinations of the extremal points of these faces. But
extremal points of faces are the extremal points of @ as well. O

5.3 Convex polyhedrons. An intersection of a finite number of half-spaces

M, = ﬂ HY, where A= {aj,a,,...,a,} CW",
aeA

is called a convex polyhedron. In this definition it is convenient to allow «non-proper half-spaces»
H§:=H1=U$=An and H_{':H_l:@

as well. Each convex polyhedron is convex and closed. It may be empty or may coincide with
the whole space A". An intersection of any finite collection of convex polyhedrons is a convex
polyhedron too.

Exercise 5.8. Verify that all affine subspaces (including the empty set, the points, and the whole
space) are convex polyhedrons.

In particular, an intersection of a convex polyhedron with an affine subspace is a convex poly-
hedron.

5.3.1 Faces of polyhedrons. It is convenient to consider each convex polyhedron M as
its own face'. We call this special face I' = M the non-proper face in a contrast with proper faces
I' ¢ M whose dimension is strictly less than dim M. Each proper? polyhedron has proper faces.
Faces I' C M of dimension dim " = dim M — 1 are called hyperfaces.

Proposition 5.3 (geometric description of faces)
Let a polyhedron M = (1] H] be defined by a finite set A C W* of affine functionals. For each

acA
def

non-empty subset I C A we put H; € (| H, and I, € M N H,. For each face ' C M we put
ael

ArE{a€A|lCH,)andH € H, . Then
1) VI C A I, C M is either empty or a face of M
2) for each properface ' CM Ap #@and ' =T,

3) apoint p of aface I' C M lies in the interior’ of I'iff Va & A, a(p) > 0

‘one can think of this face as being cut out of M by the «non-proper half-space» H,
“that is non-empty and distinct from the whole space
3in the topology of the affine hull A"
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4) for any face ' C M H, = A’ is the affine hull of I'.

Proof. (1) is obvious: if I, = M N H, # @, then affine functional ; = ), a is supporting for M
a€l
andI', =MNH,.

Now consider an arbitrary face I' C M. For each i) € A\ A there exists a point q,, € T
such that ¥(q,) > 0. Write g, for the barycentre of all these points. Then ally) € A\ A are
strictly positive at q,. If A, = @, then all @ € A are strictly positive at q.. Hence, they are
strictly positive in some neighbourhood of g in the topology of the whole space, i.e. g lies in
the interior of M and can not appear in a proper face. Thus for each proper face I' we have the
inclusion I' C H- N M =T, and the inequalities I'y # @, Ar # @, and H # @.

Let us prove that for each «special» face I'y , where G C M is some face, the statement (3)
holds (including non-proper case I'y = M).

Firstly, assume that p € ry, =HrnM satisfies (p) > 0 for all p € A~ A,. Then these strict
inequalities hold in some neighbourhood of p in the topology of H.. Hence, this neighbourhood
is contained in I’y = Hp N M. This implies that p lies in the interior of face I'y - as well as that H.
is the smallest affine space containing I', . The latter means that (4) automatically follows from
(2) and (3).

Secondary, assume that i € A satisfies Y(p) = 0 and 1(q) > 0 for some points p, q laying in
some face I’ C M. Then p can not lie in the interior of I'’, because otherwise we could extend a
segment [q, p] out of p and get a point r € I’ such that ¥(r) < 0.

Now we are ready to prove (2) and (3) for any face I' = M n H,, H; > M. The point
qr € I C I'y_ described above is an interior point of the face I'y . For each pointp € I'y_,
p # qr we can extend the segment [p, q,] little bit out of g to get a segment [p, r] such that
qr € [p,r] C ry,. Then the relations n(q;) = 0,n(p) = 0, and n(r) > 0 imply that n(r) = n(p) = 0.

Thus,p € I'and I’y . C I'. This proves (2) as well as (3), and automatically (4). O
Corollary 5.2
Any convex polyhedron has a finite collection of faces, all the faces are convex polyhedrons, and
each face of any face is a face of the initial polyhedron. O
Corollary 5.3
The extremal points of a convex polyhedron are exhausted by its vertexes. 0
Corollary 5.4
Each compact convex polyhedron has a finite collection of vertexes and coincides with their
convex hull. g

Proposition 5.4
Following properties of a convex polyhedron M C A(V) are mutually equivalent:

1) M has no vertexes
2) M contains an affine subspace of positive dimension

3) V=U®W, where 0 < dimU < dimV,and M = A(U) x M c A(U) x A(W), where
M’ c A(W) is a convex polyhedron of dimension dimM" = dim M — dim U < dim M.
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Proof. (1) = (2). If M does not coincide with its affine span L, then M has a supporting hyperplane
inside L and a proper face @ C M of dimension less than dim M. Replacing M by & and repeating
the arguments we come to a face of M that coincides with its affine span. If this span is a point,
then the face is a vertex of M. Thus, (1) implies (2).

(2) = (3). Let M = [ H} contain an affine subspace p + U, where U C V is a non-zero
aea

vector subspace. We claim that the differentials ¢, = D, of all linear functionals & € 4 lie in
AnnU. Inded, if there are some u € U and a € A such that ¢, (u) < 0, then for t > 0 inequality
a(p + tu) = t,(u) + P(p) + ¢, < 0 holds. It means that p + tu & M.

Pick up some W C V such that V. = U @ W and A(V) = AU) X A(W). Since Va € A and
V(u,w) € A(U) x A(W) the value a(u,w) = a(o,w) does not depend on u € A(U), we have
M = AU) x M', where M' C A(W) is defined by the restriction of inequalities a(v) > 0 onto
affine subspace {0} x A(W) C A(V).

(3) = (1). If M = A¥ x M’, where k > 1, then each point of M lies in affine subspace A*¥ c M.
This means that M has no extremal points. O

5.4 Convex polyhedral cones. Given a point 0 € A(V) and a finite collection of vectors
Vg Uy €V, asetoy, o o = {0+ A0 + 0, + 0 + A vy €V Vi A 2 0} is called a
convex polyhedral cone spanned by v, v,, ..., v,, €V at 0. On default we shorten this title just to
a cone on generators v; and identify o with zero 0 € V. We call o the vertex of the cone, although

it may be even not a face of the cone at all.

Exercise 5.9. Verify that any cone o with vertex o is convex and closed and for each p € o the
whole of closed ray [0,p) = {0 + 20p| 1 = 0} belongs to a.

Lemma 5.6
Each supporting hyperplane of any convex polyhedral cone passes through its vertex.

Proof. Write o for the vertex of cone o ant let a supporting hyperplane H, of o pass through a
point p € do, p # 0. If n(0) > 0, then the restriction of n onto the ray [0, p) C ¢ has to change a
sign at p. This is impossible by exrs. 5.9. ]

Corollary 5.5 (the Farkas lemma)
Assume that the vertex of a cone g, ,,  , C A(V) is taken at the origin 0 € V. Then for any
u€&o, , v thereexists ¢ € V" suchthat (u) <0andVi ¢(v) > 0.

Proof. By theorem 5.2 and lemma 5.6 cone o, ,, ,, coincides with the intersection of its sup-
porting half-spaces H; ={veV| W) >0}, where ¢ € V*. Thus, foranyu ¢ o,
exists ¢ € V* such thato, , ., CHgbutug Hy. O
Theorem 5.3 (Farkas — Minkowski — Weyl)

Each convex polyhedral cone o is an intersection of a finite collection of half-spaces passing
through the vertex of ¢ and vice versa.

Proof. Let @ C V be an intersection of a finite collection of half-spaces passing through the
origin 0 € V. Then @ is a convex polyhedron and for each non zero v € @ the whole of closed
ray [0,v) = {Av| 1 > 0} belongs to &. Write I" for the standard unit cube centred at the origin.
Then @ NI™ is compact convex polyhedron. By cor. 5.4 it coincides with a convex hull of a finite
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collection of vectors v,, v,, ..., v, € ®NI". Since some positive multiplicity Av of any v € @ lies
in® N 1I" each v € @ is a positive linear combination of the vectors v;. Hence, # =0, ,, ., .
Vice versa, each cone g, ,, ,, C V with vertex at the origin either coincides with V or is
an intersection of supporting half-spaces H:/: ={veV|yY) >0}, where ) € V" runs through
theset¥, = {1,[) eV’ <1,l) , U > >0,i=1,2,..., m} , which is an intersection of half-spaces
Hj C V* passing through the origin of V*. We already have proven that ¥, = oy, 4 CV*
for appropriate ¥, ¢,, ...,y € V*. Thus, all inequalities Y(v) > 0, Y € ¥, follow from the

,,,,,,

N
finite collection of inequalities ¥, (v) > 0,v =1, 2, ... , N, ie. O vyt = N HY . O
v=1 v

Corollary 5.6 (Minkowski — Weyl)
A convex hull of any finite collection of points is a compact convex polyhedron and vice versa.

Proof. A convexhull M = conv(p,, p,, ..., p,,) of an arbitrary finite collection of points p;, p,, ..., Dy
sits inside any cube containing all the points p;. On the other side, it coincides with the inter-
section of convex polyhedral cone o, ,, ., C A(W) with affine hyperplane U;. Thus, M is a
compact polyhedron. The inverse statement was already proven in cor. 5.4. g

5.4.1 Duality. Consider a finite set of non-zero vectors R C V and write o, C V for a
cone with vertex at the origin spanned by these vectors. The set of functionals supporting oy is
called a dual cone and is denoted by o, C V*. The dual cone has tautological presentation via
intersection of vector half-spaces

op={Y V| Vveag, (1/),v)>0}=ﬂH;'.

VER

By theorem 5.3 this intersection is a cone g, = opv spanned by some finite collection of covectors
RY C V*. By cor. 5.5 the initial cone oy is dual to oy:

op={vevV|Vyeoy (Y, v)>0}= ) HY = oy,
PeRrY

Thus, for any convex polyhedral cone o we have coincidence ¢*¥ = o.

Following prop. 5.3, we associate with each face I' C g a subset R} C R" that consists of all
generators of the dual cone that annihilate I': R € {) € RY | I' C Hy} = RY n AnnT". We also
put H- £ () H, = AnnRy.

YeRy.

Corollary 5.7
Let o5 C V be a convex polyhedral cone with vertex at zero. Then each face I' = o, N H is a
cone spanned by those vectors of R that liein I', i.e. ' = O, where

Rr¥RNI'=Rn(oxNH;)=RNH,.
Moreover, the collection of vectors R, linearly spans the subspace H spanned by I'.

Proof. The subspace H}. is linearly spanned by I" by prop. 5.3. Moreover, I' = 6, NH D R. Thus,
we have only to show that each vector of I' can be written as non-negative linear combination of



94 §5 Real affine convex geometry

vectors from R.. For any generator v € R \ R, there is a covector 1 € R} such that (¢, v) > 0.
Hence this generator can not appear with positive coefficient in the expansions of w € I' through
the generators of the cone, because evaluation at w € I annihilates all ¢ € RY. u

Exercise 5.10. Give an example of a cone o, and non-empty subset I C R such that o, is not a
face (even non-proper) of oy.

Corollary 5.8

Forany k = 0, 1, ..., dimo there is a bijection between k-dimensional faces of a cone g, C V
and (n — k)-dimensional faces of the dual cone o}, = v C V¥, where n = dimV and «dim -
dimensional face of o» means the cone o itself. This bijection reverses the inclusions and is given
by therule I' = o, N AnnIY = op NHp =0 S Ogy = Oy NAMHp = oy N AT = rv.
In particular, 1-dimensional edges of ¢ are precisely the equations of hyperfaces of 6" and vice
versa.

Proof. The linear span of Rl\f coincides with the double annihilator Ann Ann (RIY) = AnnH, =
AnnT. By prop. 5.3 on p. 90, this subspace cuts the face

vV _ —
I'=AmmH;Nog = Ogy,

of the dual cone o)} = opv. By cor. 5.8, this face is a cone spanned by R;. = AnnH. N R". O

Remark 5.1. We do not assume in cor. 5.8 that dim o, = dim V. For example, 1-dimensional cone
o, = {tv| t > 0} (in any vector space V) is a row going out of zero in direction of vector v. It has
two faces: zero-dimensional face at zero and 1-dimensional face coinciding with the row itself.
The dual cone o, = H}} C V* is a half-space and also has two faces: non-proper n-dimensional

face o) N Anno = Hf NV* = H} and (n — 1)-dimensional face Annv = H,,.

Exercise 5.11. For each face I' = o, of an arbitrary polyhedral cone o, verify the identity

Vv

Og, =0N (—aR;>,where —-o={v| —veao}

5.4.2 Affine and asymptotic cones of polyhedron. Assume that we are given with a
finite set of covectors A C W* that includes the distinguished covector ¢ whose restriction onto
A" = U; C W identically equals 1. We write

M, = ﬂ HY c A(V)
acA

for the corresponding polyhedron in A" = U, (it may be empty or coincide with the whole of
A™). Set A spans convex polyhedral cone g, C W*. Its dual cone is called an affine cone over M
and is denoted by

oy =0,CW.

The intersection of the affine cone with the infinity Ann¢ =V of U, is called an asymptotic cone
of M and is denoted by

SyEoynAmé={veV|Vaed (a,v)20}CV. (5-9)

Note that asymptotic cone lies in the vector space V = Ann¢ parallel the affine space A" = U,
and is dual to the cone spanned by differentials D, = a (mod ¢) € V* of the functionals a € A:

8 =a,(mod &) CW/k-§=V*. (5-10)
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Proposition 5.5
If¢éeAthenM, =@ < -¢ €0, If M # @, then g, C W is the closure of the union of all
rays [0,p) = {Ap| 1 = 0} C W drawn from zero to the points p € M.

Proof. Of course, ¢ e A=>M =@ .Let M =@. Then (¢, w) < Oforallw e O'Z, because in the
contrary case 3w such that (¢, w) =1and (a,w) > 0 forall @ € 4, ie. w € M. Thus, —¢ is
supporting for o, ie. ¢ € 0y’ =0,.

If M # @, then all rays [0,p) with p € M lie in ¢,,. Write C C W for the closure of the
union of all these rays. Then C C og,,. On the other hand, (¢, w) > 0 for each internal point
wofoy, = aX, because otherwise UX C Ann¢ and M = @. Thus, the row [0, w) drawn through
any internal point w € o, intersects M, i.e. has a form [0, p) for some p € M. By exrs. 5.6,
Oy = E ccC. O

Exercise 5.12. Show that M = A(V) < 0, = 0; (row of non-negative constants).

Proposition 5.6
If M, # @, then

by={veV|VpeMVAI>0p+veM}={veV|IpeM :VA>0p+iveEe M}.

Proof. Letp € M. Thenp+Av Cc Miff Va € A(a,p+v) = (a,p)+/1<Da,v> > 0. The
latter inequality holds for all 1 > 0 iff <Da, v> > 0. O

Exercise 5.13. Let M = A™ x M’. Show that §,, = A™ X &, .

Proposition 5.7
Leté € Aand M, # @. Theno, = {a e W*|Vpe M, (a,p) > 0}.

Proof. Of course, all covectors of o, are non-negative on M,. Let n € W* ~ g,. By the Farkas
lemma’ there exists w € o), = g, such that (n, w) < 0. Since ¢ € g, (£, w ) is not negative. If
(¢, w)>0,then Aw € Ug for some A > 0 and hence Aw € M, because (a, Aw) > O0forall a €
A . Thus, 1) takes negative value at \w € M. If (¢, w) = 0, thenw € §,, = Vo, that s, for each
p € M theray {p+Aw | A > 0} is contained in M ,. Since (n, p+ Aw ) = (n, p)+/1<Dn, W> <0
for 1 > 0, functional n takes negative values in M ,. O

Exercise 5.14. Show that M, is compact (maybe empty) iff ¢ is an interior point of ¢ ,.

Corollary 5.9

If¢é € Ac W*, thenforany k = 1, 2, ... , n = dimV prescription 7 — M, N H, establishes a
bijection between k-dimensional faces of o, that do not contain ¢ and all (n — k)-dimensional
faces of M, c A(V). This bijection reverses the inclusions.

Proof. By cor. 5.8, k-dimensional faces of o, and (n + 1 — k)-dimensional faces of o = g, stay
in the bijection that reverses inclusions and takes 0, C 7 = o, N Ann7. On the other hand,
(n + 1 — k)-dimensional face t¥ C UX either is contained in Anné¢ or intersects U ¢ In(n—k)-
dimensional affine subspace. The first means that ¢ € 7, the second means that 6, N\U gis(n—k)-
dimensional face of M, = O'X NU;. This establishes a bijection between (n — k)-dimensional faces
of M, and (n + 1 — k)-dimensional faces of O'X that are not contained in Ann &, because each face
I' C M is obtained in this way from the face of ¢,, spanned by I in W. g

!see cor. 5.5 on p. 92
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5.5 Linear programming. Given an affine functional ¢ and a polyhedron M, the standard
problem of linear programming is either to find minimum of ¢ on M or to establish that ¢ is un-
bounded below on M. Similar questions about the maximum of ¢ are reduced to the minimization
problems by the formal change of the sign: max ¢ = — min(—¢).

Geometrically, it is convenient to realize V as n-dimensional vector subspace V = Anné Cc W
in (n + 1)-dimensional vector space W on which some distinguished linear form ¢§ € W* is fixed.
Then V* =W*/R-§and A" = A(V)=U; = {weW| ({,w)=1}.

Polyhedron M = M, is given by a finite set A C W™ of linear forms on W considered as
affine functionals on U;. Without loss of generality we can and will assume that all elements of
A are pairwise non-proportional and ¢ € A. The latter assumption means that the set of linear
inequalities defining M contains the trivial inequality 1 > 0.

It follows from prop. 5.5 that M # @ iff —¢ & o,,.

Further, prop. 5.7 implies that m € R is a lower boundary for ¢ on M iff ¢ — mé € g,.

In particular, ¢ is bounded below on M iff D, = ¢ (mod ¢) lies in the cone o, (mod ¢) = 51\(4
dual to the asymptotic cone §,, C V, see prop. 5.7.

Let us write A4 for A~ ¢. The cone 8y, C V* = W* /R - £ is spanned by D, @ € A,q. Any
@ € W* such that D, € §y; admits an expression

p-mi= ) y, -« (5-11)
a€Ary
for appropriate m € R and y, € R,,. Hence, any such ¢ is bounded below by m. Since the
minimum of ¢ on M equals the maximal lower boundary of ¢ on M, we conclude that
Jmin (¢.p) max (m € R| ¢ —mé € 0,) (5-12)
IfM # @, ie —¢& & A, then the maximum in RH.S. of (5-12) does exist, because otherwise
—-¢+ ¢ /m € g, for all m > 0, which implies that —¢ € 0,, because g, is closed. Summarizing,
we get

Proposition 5.8

A functional ¢ € W* is bounded below on a polyhedron M, = (| Hy iff D, € &y, . If M, # @
a€A

and ¢ is bounded below, then the minimum of ¢ on M satisfies (5-12). (I

Corollary 5.10
Assume that ¢ € W* is bounded below on non-empty polyhedron M, C U,. Then for any choice
ofoeU

3

min (¢.p)=(p,0)=min > y,-(a,0), (5-13)

¢ a€Ahy

where the minimum in RH.S. is taken over all collections of non-negative real numbers y,,
@ € A,q, such that

Dy= D) ¥D,. (5-14)

AEA g

Proof. Let u = mlivlll (@,p),u" =min Y vy, -(a, o). By (5-12) u coincides with maximal m
PEMy

a ae‘qred

such thatmé = — 3 y, - aforsome y, € R,,. Evaluating both sides at 0, we conclude that

aeAred

p=(@,0)= Y y,-(a,o)forsomey, € Ry, Thus,u < (@, 0)—pu".

AEA
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On the other side,ifm=(¢p,0)— Y y,(a,o0),thenmé=(¢p,0)é— Y y,(a,0)&

AEA AEA
andp—mé=(p—(p,0)6)+ Y vy, -(a,o0)&. Since ¢ is bounded below, there are z, > 0
a€A,,
suchthatp — (¢, 0)§=D,= Y} z,-Dy= Y 7, (a—(a,0)$). Hence,
aEAred aeAred

@—mé=¢&- Z Zg+y,)+ Z Z, X EOT,.

AEA g AEA

Thus, m provides a lower boundary for ¢ on M,ie. u>2m = (@, 0) —u*. O

Corollary 5.11
ThelocusI'={qe M| (¢, q) = miﬂr}((p, q )} is a face of M. Its affine hull H coincides with
pe

the annihilator of all @ € A4 such that y, # 0 in some (and hence in any) collection of y,,,
vV € A4, Which satisfies (5-11) and produces the minimum in RH.S. of (5-13).

red >

Proof. Let max(m | ¢ —mé € g,) = iI{/Il (¢, p)=m,. Then ¢ — m*¢ is a supporting functional
pe

forMandI'=H,_, ,nM={peM| (¢,p)=m,}isafaceof M. By prop. 5.3, ' = Hr N M,
where H. = (| H,,A; = {a € A | H, D I'}. Since ¢ — m,¢ vanishes everywhere in I', in

a€Ar
any decomposition ¢ —m, & = )y, - a non-zero coefficients y, can appear only at a € A,,
Q€A
because each a ¢ A is strictly positive somewhere in I'. g

Corollary 5.12
Let RH.S. of (5-13) achieves its minimum on some collection y, and A, = {a € A| y, # 0}.
Then the minimum in L.H.S. of (5-13) is achieved on M N HA(p # @, which is a face of M.

Proof. Let again max(m| ¢ — mé € g,) = mig (@, p) = u. Then it follows from the proof of
pe

cor. 510 thatp —pué = Y y,-aand M n HA(p # @, because otherwise R.H.S. is strictly positive
ach;

on M and L.H.S. vanishes along the face H,_,; N M,. Thus, 0 = n}viin ¢ — ué is achieved exactly
on the face M n Hy,: O
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Home task problems k §5

Problem 5.1 (centre of mass). Show that a) for any collection of points Q;,Q,, ..., Q,, € A?

m
and any collection of constants® p;, fi, ..., i, € k such that ' y; = u # 0 there exists a
i=1

unique point M € A? such that u, MQ, + p,MQ, + - + 1,,MQ,, = 0. b) for any point P € A?
m
the point M equals M = P + ), % -PQ;.
i=1
Problem 5.2 (grouping masses). Let a finite collection of points Q; with masses y; € kand a finite
collection of points T; with masses v; have centres of mass at points M and N respectively.
Assume that all three sums Y y;, Y v;, X 4; + X v; are non-zeros. Show that centre of mass
for the union of all points® Q; and T; coincides with the centre of mass of two points M, N,
taken with the masses ) u; and Y v;.

Problem 5.3. Give an example of a closed figure ® with non-empty interior ®° such that ®° # @.
Is it possible, if @ is convex?

Problem 5.4. Give an example of a closed convex figure with a non-closed set of a) vertexes
b) extremal points.

Problem 5.5 (Caratheodori's lemma). Show that each point of the convex hull of an arbitrary
figure @ C R" is a convex combination of at most (n + 1) points of @.

Problem 5.6 (Rhadon's lemma). Show that any finite set of > (n + 2) distinct points in R" is a
disjoint union of two non-empty subsets with intersecting convex hulls.

Problem 5.7 (Helly's theorem). For any set of closed convex figures in R" such that at least one
of the figures is compact and any (n + 1) figures have non-empty intersection show that the
intersection of all the figures is non-empty.

Problem 5.8. Let a convex polyhedral cone ¢ € R® span the whole vector space. Show that o
and ¢ have the same number of 1-dimensional edges. Give an example of polyhedral cone
o € R* such that o and ¢" have different numbers of 1-dimensional edges.

Problem 5.9. Show that a convex subspace 1 of a convex polyhedral cone o is a face iff the fol-
lowing equivalence holds: V v,,v, € 6 v, + v, € n <= v,,v, € 1.

Problem 5.10. Show that any proper face t of a convex polyhedral cone o: a) is contained in
some hyper-face® of ¢ b) coincides with the intersection of all hyper-faces of ¢ containing 7.

Problem 5.11. Let a convex polyhedral cone ¢ ¢ V be generated by vectors v,,v,, ..., v, that
linearly span V, and dimV = n. Prove that: a) the boundary do is a union of all hyper-
faces of 0

b) covectors ¢, € V* annihilating the hyper-surfaces o C t are contained in a finite set M C V*
described as follows: list all the linearly independent collections of (n — 1) vectors v,,; for
each such collection find ¢ € V* that spans its annihilator; if for all generators v;, 1 < i < N,

'these constants are called «masses»
*«union» of coinciding points means adding their masses
3that is a face of codimension 1



Home task problems x §5 99

({, v; > > 0, then include ¢ in M, else if for all v; <E, v; > < 0, then include —¢ in M,
otherwise omit this &.

c)o=n H; , where 7 C o runs through the hyper-faces of o.
T T

Problem 5.12. Let ¢ € 0¥ and 7 = Ann(§) N o . Prove that t¥ = {{ - A | { €a’, 1 > 0}.

Problem 5.13. Let convex polyhedral cones ¢, and o, intersect each other precisely along a com-
mon face 7. Show that there exists & € o] N (—0,)" such that t = 6, N Ann(§) = g, N Ann (§).

Problem 5.14 (Farkas lemma in terms of coordinates). Given a matrix A € Mat,,..,,(R) and a
column b € R™ (of the same height as the matrix), prove that:

a) inequalities Ax < b ona column x € R™ are consistent iff for any non-negative row y € RJ{
equation y4 = 0 implies inequality yb > 0

b) inequalities Ax < b have a non-negative solution x € R, iff for any non-negative row
y € RYj inequalities yA > 0 imply inequality yb > 0.

Problem 5.15 (Motzkin's decomposition). For any convex polyhedron M c A(V) construct a
decomposition M = conv(p,,py.....0y) + 0y = {p+v| p € conv(p,p,,....0), V €
&y}, where §,, C V is the asymptotic cone’ of M and p,,p,,...,p,, C A(V) is some finite
collection of points. When M does not contain affine subspaces of positive dimension, show
that p;,p,. ..., p,;, C A(V) can be taken to be the vertexes of M. Deduce from this that M is
compact iff §,, = 0.

Problem 5.16. Show that any two vertexes of any convex polyhedron are connected by some pass
formed from 1-dimensional edges.

Problem 5.17. Assume that a convex polyhedron M c A(V) does not contain affine subspaces of
positive dimension. For each vertex p € M write o, C V for a cone spanned by all the edges
of M outgoing from p. Show that: a) M, =(o, b)M Cp+ g, for any vertex p.

P

Problem 5.18. Let M C A(V) be a convex polyhedron with vertexes and covector § € V* be
bounded below on M. Show that:
a) there exist a vertex p € M such that (¢, x) > (&, p) forallx e M
b) a vertex p € M satisfies the above property iff (¢, g) > (xi, p) for each edge [p,q] C M
outgoing from p (including those having q at infinity).

Problem 5.19 (regular polyhedrons). Given a polyhedron M C R", a group of M is defined as
a group of all bijections M = M induced by all euclidean linear automorphisms® of R". Any
sequence: vertex of M, edge of M outgoing from this vertex, 2-dimensional face of M outgoing
from this edge, ..., a hyper-face of M outgoing from theis (n — 1)-dimensional face, M itself
(all intermediate dimensions have to appear) is called a flag of M. A polyhedron M is called
regular, if the group of M acts transitively on the flags of M. Given a regular polyhedron
P Cc R", we write £ = £(P) for the length of its edge, write r = r(P) for the radius of its
superscribed sphere, and put ¢ = o(P) ¥ ¢?/4r%. In all the problems below assume that a
regular polyhedron P C R" linearly spans the whole vector space.

a) (the star) Show that all vertexes of P joint with a given vertex p € P by an edge of P form
a regular polyhedron in an (n — 1)-dimensional affine subspace of R™. It is called a star of P
and is denoted by st(P).

b) (the symbol) Schldfli's symbol of a regular polyhedron P C R" is a collection of (n — 1)

!see prop. 5.7 on p. 95
2we asume that R" is equipped with the standard euclidean structure |x|* = ¥ xl2
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positive integers v(P) = (vl(P), vy(P), ..., vn_l(P)), defined inductively as follows: v,(P)
equals the number of edges of 2-dimensional face of P and the rest sub-sequence

(vo(P), ..., V1 (P)) = v(st(P))

is the Schlifli symbol of the star st(P). Find the symbols of the following regular polyhe-
drons: (1) dodecahedronin R® (2) icosahedron in R®  (3) n-dimensional simplex (4) n-
dimensional cube (5) n-dimensional cocube’.

c) Express €(st(P)) through ¢(P) and v,(P).

d) Show that p(P) depends only on the symbol of P and equals

cos? (n/vl(P))

P)=1-

o(P) o (P))

Problem 5.20 (duality). Let P C R™ be a regular polyhedron with the centre at the origin.

a) Show that P* = {§ € R™| &é(v) > -1 Vv € P } a regular polyhedron with the centre

at the origin. b) For each k construct a canonical bijection between k-dimensional spaces of

P and (n — k — 1)-dimensional faces of P* reversing the inclusions of faces. c¢) Prove that a
symbol of P* is the symbol of P read from the right to the left.

Problem 5.21. Do the midpoints of edgesin a) 3-dimensional b) 4-dimensional regular sim-
plex form the vertexes of regular cocube?

Problem 5.22 (4-dimensional examples).

a) (octaplex) Let I* = {x € R*| Vi |x;| < 1} be the standard cube and C* be the convex hull
of endpoints of 8 vectors +2e; , where e, e,, e, e, form the standard basis in R*. Convex
hull of I* U C* is called the octaplex and is denoted by 0*. Find its symbol and compute the
numbers of its vertexes, edges, 2- and 3-dimensional faces.

b) Write M for a convex hull of 0* and all the points obtained from

+1 \/Eil

(i‘c, +1, +7° L, O) , where 1 = R

by all even permutations of the coordinates. Show that M is regular polyhedron with symbol
(3,3, 5) and compute the numbers of its vertexes, edges, 2- and 3-dimensional faces.

Problem 5.23 (clasification of regular polyhedrons). Show that the symbols of all regular poly-
hedrons P C R" are contained in the following list:
a) (v), where v > 3 is any positive integer, for n = 2
b)(3,3),3,4),4,3),3,5),5,3)forn=3
c)3,3,3),03,3,4),(4,3,3),3,4,3),3,3,5),(5,3,3) forn=4
d)G3,...,3),3,....3,4),43,...,3)forn>5
and for each symbol in the list there exists a unique up to dilatation regular polyhedron that
has this symbol.

'that is, the convex hull of centres of the hyper-faces of the cube



Hints and answers for some exersices

Exrs. 1.5. Yes, it does.

Exrs. 1.9. First of all, check that dim U + dim Ann U = dim V for any U C V. To this aim, pick up a
basis u,, u,, ..., u; € U, then complete it by some w,,w,, ..., w,, toabasisinV (thus,dimV = k+
m) and write uj, u;, ..., uy, wi,w,, ..., w,, € V" for the dual basis. Then wj,wj, ..., w;,, € AnnU,
because for any v = Y x;u; € U we have wj(v) = wj (X x;u;) = X x;wi(w;) = 0. Since any
covector ¢ = Y y;u; + X z;w; € Ann(U) has y; = ¢(y;) = 0, covectors wj,wy, ..., wp, span
Ann (U). Hence they form a basis and dimAnn(U) = m = dimV — dimU. Surely, the same
equality holds for U C V*, AnnU C V = V*".

Now, U = Ann Ann U, because U C Ann Ann (U) by the definition and dim Ann Ann U = dim U
by just proven. Implication U € W = AnnU D AnnW is obvious. If we apply it to Ann W as
U and to Ann U as W and use the identities Ann AnnW = W, Ann Ann U = U, then we get the
opposite implication AnnU D AnnW = U Cc W . The coincidence

() Ann(U,) = Ann (Z uv> : (5-15)

is obvious: if a linear form annihilates each of U,,'s, then it annihilates their linear span and vice
versa. Substituting Ann U, instead of U,, into (5-15), we get (U, = Ann <Z Ann Uv>. Passing
v v

to the annihilators of both sides, obtain Ann ((\W,,) = Y, Ann(W,).

Exrs. 1.12. For any field F and any irreducible g € F[x] one can pass to F' = F[x]/(g) D F in which
g gets the root 9 = [x] and becomes divisible by (x — 9) in F'[x]. Applying this construction
to non-linear irreducible factor g of f we strictly increase the number of linear factors in the
factorization of f. Thus, after at most deg f — 1 steps we factorize f completely.

Exrs. 1.13. If g.c.d.(a, B) = 1, take ¢ = ab and verify that* (ab)* = 1 = a|k & B|k = (ap)|k. Hence,
¢ has order af. If @ and B are non-coprime, use prime factorization to construct coprime y, §
such that y|a, 6|8, and Lc.m.(a, B) = y6. Then show that elements a’ = a®? and b’ = b#’® have
orders § and y and put ¢ = a’b’.

Exrs. 1.14. If ¢ : k — F takes ¢(a) = 0 for some a # 0,then Vb € k
o) =¢ (ba'la) =¢ (ba'l) @(a)=0.

Exrs.1.15. R.H.S. consists of ¢" + ¢"* + --- + q + 1 points. The cardinality of L.H.S. equals the
number of non-zero vectors in IF;1+1 divided by the number of non-zero numbers in F,, that is
(@™t = 1)/(q — 1). We get the summation formula for geometric progression.

Exrs. 1.16. It is evident either from similar right triangles on fig. 1¢3 on p. 12 or from identity
D=y :x)=(1:0).

Exrs. 1.18. (n+d) -1

d
Exrs. 1.19. In projective space any line does intersect any hyperplane, see prb. 1.12.

Exrs. 1.20. Let vector v = u + w represent a point p € P(V). Then ¢ = (u, w) passes through p and
intersects K and L at u and w. Vice versa, if v € (a, b), wherea € U and b € W, thenv = aa+ b
and the uniqueness of the decomposition v = u + w forces aa = u and fb = w. Hence (ab) = *.

x|y means «x divides y»
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Exrs.1.22. LetL, = P(U),L, = P(W),p = P(kk-e). ThenV = W @k-e, because of p & L,. Projection
from p is a projectivisation of linear projection of V onto W along k-e. Since p ¢ L,, the restriction
of this projection onto U has zero kernel. Thus, it produces linear projective isomorphism.

Exrs. 1.23. This is a particular case of exrs. 1.22.

Exrs. 1.24. Draw the cross-axix ¢ by joining (a,b,) N (b, a,) and (c;b,) N (by,c,)). Then draw a
line through b, and ¢ n (x, b,) . This line crosses ¥, in ¢(x).

Exrs. 1.25. Let [p,, p,, P53, P4l = 441, 2, G5, q4]. Assume that under homographies
¢, PP, and ¢, : P, =P,

the pre-images of oo, 0, 1 are p;, p,, p; and q,, q,, q3. Then ¢, (p,) = ¢,(q,) and <p;1 ° ¢, takes
P1»> P2s P3> P4 t0 1 Gy, q3, q4- Vice versa, let ¢, : Py = P, send p;, p,, p3 to 0, 0, 1 and ¢,
sendpy, Py, P3> P4 1041, Gy, G35 4y Then‘l’p“P;; sends g1, 4y, 43, 44t0 00, 0, 1, [py, Py, D3, P4l
Thus, [Py, P2, P3. P4l = [415 G2, q3, 44

Exrs. 1.26. Since any two diagonals are non-perpendicular, the eigenvalues of an Euclidean isom-
etry preserving each the diagonal could be only (1,1, 1), (1,1, -1), and (-1, -1, -1).

Exrs.1.27. Linear fractional mapping that takes (p,,p;,p3) — (0,0, 1) is the initial one, which
sent (p;, P, P3) — (00,0, 1), followed by one sending (e, 0, 1) — (0, 0, 1), which takes 9 — 1/9.
Similarly, to permute (p,,p,, p3) via cycles (1, 3), (2, 3), (1, 2, 3), (1, 3, 2) means to compose the
initial mapping with one sending (0, 0, 1) to (1, 0, ), (00, 1,0), (1, 0, 0), (0, 1, c0) respectively,
ie. totakedtod/(¥-1),1-9,0-1)/9,1/(1 =9).

Exrs.2.7. By the construction of the identification, a tangent line T),C to C at p € C consists
of all pairs {p,r}, where r runs through C. Thus, T,enT,C = {p,q} as required. Given an
involution ¢ : P, = P, with fixed points p, q, for any pair of points a, b exchanged by o
we have [a, b, p, q] = [b, a,p, q], because ¢ preserves cross-ratios. This forces [a, b,p, q] = —1.
Vice versa, for given fixed p,q € P, and for any a € PP, there exist a unique point b such that
[a,b,p,q] = —1. Moreover, a and b are rational functions of each other (for fixed p, q). Thus, the
rule a — b defines an involution on P; with fixed points p, q.

Exrs.2.9. Linear span of columns of A has dimension 1. Take any basic vector v there. Then ith
column of 4 equals ¢; - v for some ¢; € k. Thus A =v - ¢.

Exrs.2.10. Use method of loci: remove one of 4 given lines, describe the locus filled by lines crossing
3 remaining lines, then chose there those crossing the removed line.

Exrs.2.14. Write B(x, x) as a, x> + a,x5 + a;x5 + -+, where a,a,a; # 0, putx; = 0 fori > 3,
x3 =1, x, =9,, x; =9,, where 9¥,,9, € F, satisty a,9% + a,9% = —a,.

Exrs. 3.3. The same arguments like in exrs. 2.9 (see also n° 2.4.1 immediately after formula (exrs. 2.9),
p- 39).

Exrs.3.4. Choose some dual basesu,,u,, ..., u, € U,uj,u,,...,u, € U*andabasisw,,w,,...,w,, €
W. Then mn decomposable tensors u; ® w; form a basis in U* ® V. The corresponding operators

take
‘@ w; fork =i
UQw,: I u, = .
¢ / . 0 otherwise

Thus, matrix of u; ® w; is the standard matrix unit having 1 in the crossing of j th row and i th

column and zeros elsewhere.
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Exrs.3.5. For any linear mapping f : V — A the multiplication
VXVX - XV >4,

which takes (v,, v,, ..., v,) to their product ¢(v,) - p(v,) - -+ - @(v,) € 4, is multilinear. Hence,
for each n € N there exists a unique linear mapping V®" — A taking tensor multiplication to
multiplication in A. Add them all together and get required algebra homomorphism 7V — A
extending f. Since any algebra homomorphism TV — A that extends f has to take v; ® v, ®
QU P () @(vy) - -+ - @(v,), it coincides with the extension just constructed. Uniqueness
of free algebra is proved exactly like lemma 3.1 on p. 52.

V*®n

Exrs.3.6. Since decomposable tensors span and equality

LW, Wy, ..., Wy_1) =@V, Wi, Wy, ... ,Wy_1)

is linear in both v, ¢, it is enough to check it for those ¢ which go to decomposable ¢; ® &, ®
-+ @ &, under the isomorphism (3-11).

Exrs.3.7. Yv,w 0=0¢(.., wv+w), ..., v+w), ...) =@(... , v, ..., w, ...)+@(... , W, ..., D, ...).

Viceversa, if char k # 2,then¢(... , v, ... , v, ...) = —¢(... , v, ... , v, ... ) forcesp(... , v, ... , v, ...

0.

Exrs.3.8. The same formal arguments as in lemma 3.1 on p. 52.

Exrs. 3.9. (n;ﬁl) (the number of non-negative integer solutions m;, m,, ..., m, of equation m, +
m, + - +my =n).

Exrs.3.10. Each linear mapping f : V — A induces for each n € N a symmetric multilinear map
VXV X XV A,

taking (v,,v,, ..., v,) = [[ (v;). This gives a linear map SV — A. All together they extend f to
an algebra homomorphism SV — A. Vice versa, each algebra homomorphism SV — A extending
f takes [[ v; = [] ¢(v;) and coincides with the extension just constructed. Uniqueness is verified
like in lemma 3.1 on p. 52.

Exrs.3.11. The first follows from 0 = W+w) Q@ W+ w) = v @ w + w ® v, the second — from
vR®UV+v v =0.

Exrs. 3.12. Modify appropriately the proof of prop. 3.1 on p. 58.

Exrs.3.13. If dimV = d is even, the centre consists of all even polynomials®. If d is odd, the centre
is spanned by even polynomials and the top degree component A%V.

Exrs.3.16. For any item in the sum its stabilizer in &, consists of m,! m,! --- m;! independent

permutations of coinciding factors. Hence the length of ©,,-orbit of this item is #'m'
Tmy! -y

Exrs.3.17. Since multiplication map g — g’ = hg is bijective for eachh € &,,

R(Y o)=Y hgo= Y 4@

gEeS, ges, g€,

A Y sen@)-g(®))=sen() - Y sen(hg) - hg(®) = sen() - Y sen(g)- g'(®).

ge©, geS, g9'ee,

Yi.e. containing only the monomials of even degree
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This implies that h(sym,,(t)) = sym,,(t) and h(alt,,(t)) = sgn(h) - alt, (t) for all h € &,,, i.e. (a) and
(b) hold. Assertions (c) u (d) are obvious (both sums consist of n! equal items). In (e) the separate
summation over even and over odd permutation deals with the same items but taken with the
opposite signs.

Exrs.3.18. The first is straightforward computation. Then the equality sym, + alt; + p = E implies
that im (sym;) = Sym?3(V), im (alty) = Skew (V) and im (p) span ASH Equalities p o alt; =
alt; op = p o sym; = symy o p = 0 implies that each projector annihilates images of two other.
This forces the sum of images to be a direct sum.

Exrs.3.19. One has to check that im (p) = {t € V®3 | ( (E+T+T?E, t > =0V¢ e V®), where
(*, *) means the complete contraction between V*®2 and V®3. Since ( gé, t) = < &,97 't > for
allg € ©;,¢ € VE®3 +t e V®3 it is enough to check that im p coincides with the kernel of

A+ T+ T2 =1d+T?*+ T = 3(alty + sym,).

But it is clear follows from solution of exrs. 3.18 that alt; + sym, projects V®* onto Sym3V &
Skew 3V along im (p).

mg

Exrs.3.21. Since the assertion is linear in v, f, g it can be checked only forv =¢;, f = x;nl A

g= xllc1 xsd. This is straightforward from definitions.

Exrs.3.22. It follows from the equality f(v, X, ..., X) = % - 0,f(x), where n = deg f.
Exrs.3.24. This is similar to exrs. 3.21 on p. 66.

Exrs.3.25. Choose a basis e, e,, ..., e, € U. If o & A™U, there is a monomial e; in the expansion
of w that does not contain some basic vector, say e;. Then e; A w # 0, because it contains basic
monomial e; | 7> which comes only as e; Ae J that prevents its cancellation. Vice versa, if w € A™U,
thenw=21-e; Ae, A =+ Ae,, andVie; Aw =0, certainly. This forcsu Aw =0 forallu € U.

4

Exrs. 3.26. All non-trivial Pliicker relations for w = ), a;;e; A e; are proportional to
ij=1

Q15034 — Q3054 + 014053 =0,

which says that w A w = 0.

Exrs.4.2.  (Comp. with general theory from n’2.5 on p. 40.) The cone C = P N T,P consist of
all lines passing through p and laying on P. On the other hand, it consists of all lines joining
its vertex p with a smooth quadric G = C n H cut out of C by any 3-dimensional hyperplane
H C TP complementary to p inside T),P ~ P,. Thus, any line on P passing through p has a form
(pp") =m, N mg, where p' € G and , g are two planes spanned by p and two lines laying on
the Segre quadric G and passing through p’ (see fig. 401 on p. 76).

Exrs.4.4. If w € P,thenZ = T, P and w = u(¥) for some lagrangian* line £ C P(V). This means
that all lines in P, intersecting the lagrangian line £ are lagrangian too and contradicts with non-
degeneracy of (.

Exrs.5.3. Since ¢ — 0 the mapping is well defined. It is obviously injective.

'a line (ab) C P(V) is called lagrangian if 2(u,w) = 0 for all u,w € #; this is equivalent to 2(a, b) = 0
and, by (4-5) and (4-3), to §(w, u(£)) =0
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Exrs.5.6. Clearly, @ C @. Letp € @~ ®° and q € ®°. Then p is an exterior point of ®° and [p, q]
contains an internal point that is a boundary point of @°. Show that this is impossible by joining
p with points of some cubic neighbourhood of g contained in @°.

Exrs.5.8. Each affine subspace is given by some system of linear non homogeneous equations
< Y, x ) = ¢;. Any such equation is equivalent to a system of two linear non homogeneous
inequalities <1,bl-, x> > ¢; and <l[)i, x) < ¢;. Empty set and the whole space are given by
inequalities 1 < 0 and 1 > 0.

Exrs.5.11. It follows from the definitions of n° 5.4.1 that —O';V ={velV|Vye TRy (Y,v)<0}.

r
For v € o, and ¥ € oy the condition (¥, v) < 0 means the equality (3, v) = 0. Thus,
aﬂ(—av )=anHr=F.

\2
RI"
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